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1 Introduction

Let p be a prime and letq = pa, wherea is a positive integer. LetG = G(Fq) be a Chevalley

group overFq, with associated system of rootsΦ and Weyl groupW. Steinberg showed in 1957

that G has an irreducible complex representation whose degree equals thep-part of |G|, [11].

This representation, now known as the Steinberg representation, has remarkable properties, which

reflect the structure ofG, and there have been many research papers devoted to its study. The

module constructed in [11] is in fact a right ideal in the integral group ringZG of G, and is thus

a ZG-lattice, which we propose to call the Steinberg lattice ofG. It should be noted that lattices

not integrally isomorphic to the Steinberg lattice may also afford the Steinberg representation, and

such lattices may differ considerably in their properties compared with the Steinberg lattice.

In this paper, we will describe theG-invariant integral symmetric bilinear formf defined on

the Steinberg lattice. Using the linear characters of a Sylowp-subgroup ofG, we will find certain

elementary divisors of the Gram matrixD of f . These elementary divisors provide information

about the composition factors of the Steinberg lattice when it is reduced modulo any prime. In

Section 5, we provide two examples to see whether our knowledge of these elementary divisors is

sufficient for us to deduce a composition series for the modular reduction of the Steinberg lattice

whenG = B2(Fq). We conclude the paper in Section 6 by showing that our results provide the

fullest information about the elementary divisors ofD when G = An(Fq), and we formulate a

conjecture about the composition factors of the modular reduction of the Steinberg lattice in this

case.
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2 The invariant integral symmetric bilinear form

We refer the reader to the book [1] for an exposition of the theory of Chevalley groups. LetΦ+

denote a set of positive roots inΦ. Given a rootr, we will write r > 0 if r is positive andr < 0

if r is negative. LetΠ denote the corresponding set of fundamental roots inΦ+. G is generated

by root subgroupsXr , wherer ranges overΦ. The root subgroupsXr , wherer ranges overΦ+,

generate a Sylowp-subgroup subgroupU of G, of orderqN, whereN = |Φ+|. Let B denote the

normalizer ofU in G. The decomposition ofG into B,B–double cosets is labelled by the elements

of the Weyl groupW. Specifically, there are elementsnw of G defined for each elementw of W

such thatG is the disjoint union of the double cosetsBnwB, asw runs overW. We letU+
w denote

the subgroupU ∩ (n−1
w Unw) of U . U+

w is generated by those root subgroupsXr wherer > 0 and

w(r) > 0, and its order isqN−`(w), where`(w) is the number of positive roots thatw maps into

negative roots. There is a corresponding subgroupU−
w of U generated by those root subgroupsXr

wherer > 0 andw(r) < 0. U is factorized as a productU+
w U−

w of these two subgroups. We also

use the homomorphismε from W onto the group{1,−1} of two elements. We have

ε(w) = (−1)`(w)

and we may identifyε with the determinant function of the natural representation ofW.

Consider the element

e= ∑
b∈B

b ∑
w∈W

ε(w)nw,

in ZG. The right idealeZG is the Steinberg lattice which we will investigate in this paper. It will

be more convenient for our subsequent work to replace the ringZ by a principal ideal domainR

of characteristic 0 which contains a primitivep-th root of unity. We will be more specific aboutR

later. We letI denote theRG-latticeeRG, which we shall call the Steinberg lattice overR. In the

case thatp = 2, we may takeR= Z. One of Steinberg’s main results, [11, Theorem 1], is that the

|U | elementseu, whereu runs over the elements ofU , form a free basis ofI , and this fact enables

us to make calculations inI .

There is a naturalG-invariant non-degenerate symmetric bilinear formF : RG×RG→Rgiven

by

F(g,h) = δg,h,
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whereg andh are elements ofG, andδg,h = 1 if g = h, δg,h = 0 otherwise. Restriction ofF to

I× I determines a non-degenerateG-invariant symmetric bilinear form, and we shall now evaluate

F on the free basis ofI just described.

Givenu∈U , we set

cW(u) = |{w∈W : nwun−1
w ∈U }|.

ThuscW(u) is the size of a non-empty subset ofW, with cW(1) = |W|. In view of our earlier

discussion, we can also write

cW(u) = |{w∈W : u∈U+
w }|.

2.1 Lemma Let u1 andu2 be elements ofU . Then we have

F(eu1,eu2) = |B|cW(u2u−1
1 ).

Proof: AsF is U-invariant, it suffices to show thatF(e,eu) = |B|cW(u) for u∈U . A typical

component ofeuhas the formbnwu, with coefficient±1. To calculateF(e,eu), we need to know

when such an elementbnwu is expressible in the formb′nx, whereb′ ∈ B andx ∈W. We note

here thatnwu∈ Bnx if and only if each of the|B| elementsbnwu, asb runs overB, is also inBnx.

This accounts for the|B| factor in our formula forF(e,eu). Suppose now thatnwu = b′nx for

someb′ ∈ B andx ∈W. Since thenBnwB = BnxB, it follows that w = x and thusnwu = b′nw.

As u hasp-power order andU is the unique Sylowp-subgroup ofB, we deduce thatb′ ∈U and

nwun−1
w ∈U . Thus there arecW(u) elementsw∈W for whichBnwu = Bnw. Sinceε(w)2 = 1, it is

now straightforward to see thatF(e,eu) = |B|cW(u). �

We rescale the restriction ofF to I × I to produce aG-invariant symmetric bilinear formf :

I × I → Rby setting

f (a,b) = |B|−1F(a,b)

for all a andb in I . Let U = {u1, . . . ,um}, wherem= |U |. The Gram matrixD, say, of f with

respect to the basiseui , 1≤ i ≤m, of I hasi, j-entrycW(u ju
−1
i ). Thus all entries ofD are positive

integers, and those on the main diagonal equal|W|.

Let n be the rank ofG. Write the positive roots ofG in the formr i , where 1≤ i ≤ N, and take

r1, . . . , rn to be the fundamental roots. Letu be an element ofU . Following [1, Theorem 5.3.3],
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we may write, with the usual notation,

u =
N

∏
i=1

xr i (ti),

where theti ∈ Fq. Provided thatti 6= 0 for 1≤ i ≤ n, the argument of [11, Lemma 3] shows that

cW(u) = 1. ThusqN−n(q−1)n entries ofD are equal to 1.

3 Calculations with the linear characters ofU

Let U2 be the subgroup ofU generated by the root subgroupsXr , wherer is positive but not

fundamental.U2 is a normal subgroup ofU andU/U2 is an elementary abelianp-group of order

qn, [1, Theorem 5.3.3]. In all but a few cases,U2 is the commutator subgroupU ′ of U . U ′ is a

proper subgroup ofU2 whenq = 2 andG is of typeG2, F4, Bn or Cn for n≥ 2, and also when

G = G2(F3), [4, Lemma 7]. In the exceptional cases,U/U ′ has order greater thanqn but it is

still elementary abelian, sinceU is generated by elements of orderp. In the non-exceptional

cases, any complex linear characterλ of U containsXr in its kernel wheneverr is positive but not

fundamental.

Let λ be a complex linear character ofU . We define the elementeλ of RGby

eλ = ∑
u∈U

λ (u)eu.

We clearly have

eλ x = λ (x)−1eλ

for all x in U . We now consider the inner product ofeλ with the basis elements ofI .

3.1 Lemma Let x be an element ofU andλ a complex linear character ofU . Then

f (ex,eλ ) = λ (x) ∑
u∈U

cW(u)λ (u).

Proof: We know that

f (ex,eλ ) = f (e,eλ x−1) = λ (x) f (e,eλ ).

The rest follows from Lemma 2.1. �
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We see from Lemma 3.1 thatf (ex,eλ ) is the product of ap-th root of unity with the fixed

quantity

∑
u∈U

cW(u)λ (u),

which we intend to evaluate in terms of known invariants ofG.

Given a subsetSof G, we letσ(S) denote the sum inRGof the elements ofS.

3.2 Lemma We have

∑
u∈U

cW(u)u = ∑
w∈W

σ(U+
w )

Proof: Givenu∈U andw∈W, we set

cw(u) =


1, if u∈U+

w ;

0, otherwise.

It follows from this definition that

∑
u∈U

cW(u)u = ∑
u∈U

∑
w∈W

cw(u)u. (1)

Reversing the order of summation in the second sum in (1), we obtain

∑
u∈U

cW(u)u = ∑
w∈W

∑
u∈U

cw(u)u (2)

and it follows from the formula forcw(u) that (2) may be written as

∑
u∈U

cW(u)u = ∑
w∈W

σ(U+
w ). (3)

3.3 Corollary Let λ be a complex linear character ofU and letw be an element ofW. Let λw

denote the restriction ofλ to U+
w and let 1w denote the principal character ofU+

w . Then we have

∑
u∈U

cW(u)λ (u) = ∑
w∈W

|U+
w |(λw,1w).

Proof: Applyingλ to each side of (3), we obtain

∑
u∈U

cW(u)λ (u) = ∑
w∈W

∑
u∈U+

w

λ (u)

and the second sum is clearly

∑
w∈W

|U+
w |(λw,1w).

�
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3.4 Lemma Let λ be a complex linear character ofU , whose kernel contains the subgroupU2,

described at the beginning of this section. LetJ be the subset of all those fundamental rootsr with

the property thatλ is non-trivial onXr . Let DJ be the subset of all elementsx of W that satisfy

x(J) ≤ Φ+. Let w be any element ofW. Thenλw = 1w if and only if w0w∈ DJ, wherew0 is the

longest element ofW.

Proof: As we noted previously,U+
w is generated by thoseXr , wherer > 0 andw(r) > 0. Since

by our assumption onλ , Xs is in the kernel ofλ whenevers is a positive root not inJ, it follows

that λw = 1w if and only if U+
w contains no root subgroupXr with r ∈ J or equivalently, if and

only if all roots inw(J) are negative. Now as the longest elementw0 maps all negative roots into

positive roots, it follows thatλw = 1w precisely whenw0w(J)≤ Φ+, in which casew0w∈ DJ, as

required. �

3.5 Lemma Let w1 andw2 be elements ofW with w2 = w0w1, wherew0 is the longest element

of W. Then

`(w1)+ `(w2) = N = |Φ+|.

Proof: Clearly, for any rootr > 0, we havew2(r) = w0(w1(r)). Sincew0 maps all positive roots

into negative roots, and vice versa,w2(r) is positive if and only ifw1(r) is negative. The result

follows. �

Lemma 3.4 implies, using the previous notation, that

∑
u∈U

cW(u)λ (u) = ∑
w0w∈DJ

qN−`(w)

and Lemma 3.5 yields that the sum on the right is

∑
dJ∈DJ

q`(dJ).

We now relate the sums above to the lattice of parabolic subgroups ofG.

3.6 Theorem Assume the notation of Lemma 3.4. Then we have

∑
u∈U

cW(u)λ (u) = |G : PJ|,

wherePJ is the parabolic subgroup ofG associated to the subsetJ of Π.
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Proof: LetWJ be the subgroup ofW generated by the fundamental reflectionswr , wherer ∈ J. By

the proof of [1, Theorem 9.4.5], we have

∑
w∈W

q`(w) = ∑
w′∈WJ

q`(w′) ∑
dJ∈DJ

q`(dJ). (4)

Now

∑
w∈W

q`(w) = |G : B|. (5)

Similarly,

∑
w′∈WJ

q`(w′) = |PJ : B|, (6)

since the sum on the left of (6) arises from the decomposition ofPJ into B,B-double cosets using

the elements ofWJ to label the double coset representatives. Thus

∑
u∈U

cW(u)λ (u) = ∑
dJ∈DJ

q`(dJ) = |G : PJ|, (7)

as required. �

4 Elementary divisors and modular reduction of the Steinberg lattice

Let l 6= p be a prime divisor of|G|. We assume now thatR is a local ring of characteristic 0 in

which the unique maximal ideal islR. We continue to assume thatRcontains a primitivep-th root

of unity. We may takeR to be the ring of integers in a suitably large unramified extension of finite

degree of the field ofl -adic numbers. In this case,R/lR is a finite field,K, say, of characteristicl .

Let I denote theKG-moduleI/lI . We refer toI as thel -modular reduction of the Steinberg

lattice. Givenα in R andv in I , we letα andv denote the images of these elements inR/lR and

I/lI , respectively. Similarly, letf denote the correspondingG-invariant symmetric bilinear form

defined onI × I by the formula

f (x,y) = f (x,y).

As we noted in Section 2 that some of the entries of the Gram matrixD of f equal 1, it follows

that f is not the zero bilinear form.
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SinceR is a principal ideal ring with unique maximal ideallR, the theory of the Smith normal

form shows that there existR-bases

{x1, . . . ,xm} and {y1, . . . ,ym}

of I with

f (xi ,y j) = lai δi j , 1≤ i, j ≤m,

wherem= |U | and theai are non-negative rational integers satisfying

0 = a1 ≤ a2 ≤ . . .≤ am

(we may takea1 = 0, sincel does not divide all the entries ofD). Thus, working overR, the

elementary divisors ofD are

la1, la2, . . . , lam.

The product of these powers ofl is thel -part of detD.

Let ν be thel -adic valuation onR, defined so thatν(l i) = i. For each integerk≥ 0, we define

I(k) = {x∈ I : ν( f (x,y))≥ k for all y∈ I}.

It is clear thatI(k) is aG-invariant sublattice ofI of maximal rank. We now set

I(k) = (I(k)+ lI )/lI

and note thatI(k) is KG-submodule ofI .

4.1 Lemma With the notation above, dimI(k) equals the number of indicesi with ai ≥ k.

Proof: It is straightforward to check thatI(k) has anR-basis consisting of thoseyi with ai ≥ k,

together with thoselk−a j y j , wherea j < k. Sincelk−a j y j ∈ lI if a j < k, thoseyi with ai ≥ k form a

basis ofI(k). �

4.2 Corollary TheKG-moduleI(k)/I(k+1) has dimension equal to the number of indicesi

with ai = k.
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We thus obtain a filtration ofI by the modulesI(k)/I(k+1) in accordance with the different

powers ofl that occur among the elementary divisors ofD. This filtration seems to have been

introduced by Jantzen in [8, Lemma 3].

It is a routine matter to show that there is aG-invariant symmetric bilinear form defined on

I(k)× I(k) whose radical isI(k+1). This implies the following result, whose proof we omit.

4.3 Theorem ProvidedI(k)/I(k+1) is non-zero, it is a self-dualKG-module.

Now letλ be a linear character ofU of the non-exceptional type described in Lemma 3.4. Let

J be the subset of fundamental roots associated toλ and letPJ be the corresponding parabolic

subgroup ofG. Let c = ν(|G : PJ|). Lemma 3.1 and Theorem 3.6 show thateλ ∈ I(c) but eλ 6∈

I(c+ 1). Thuseλ determines a non-zero one-dimensionalKU-submodule inI(c)/I(c+1). We

therefore have the following result.

4.4 Theorem Let l 6= p be a prime divisor of|G|. Suppose that there are exactlyt different

powers ofl , say la1, . . . , lat , that divide|G : P|, whereP ranges over the lattice of parabolic

subgroups containingB. Then la1, . . . , lat occur as elementary divisors ofD over R and thel -

modular reduction of the Steinberg lattice has at leastt composition factors forKG.

We can now give a characterization of the socleS of I in terms of the elementary divisors

of D. Our proof involves showing thatS is an irreducibleKG-module, a result first proved by

Tinberg, [12, Theorem 4.10], in the more general context of a group possessing an unsaturated

split (B,N)-pair of characteristicp. In what follows, we denote the principal character ofU by 1,

and write

e1 = ∑
u∈U

eu

for the corresponding element inRG.

4.5 Theorem Let l 6= p be a prime divisor of|G| and letκ = ν(|G : B|). Let Sdenote the socle

of I . ThenS is an irreducibleKG-module and it containse1. Furthermore, the highest power ofl

that occurs as an elementary divisor overRof D is lκ , andI(κ) = S. Thus the multiplicity oflκ as

an elementary divisor ofD is dimS.
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Proof: We will identifyI as the submodule ofKG generated bye, wheree is the image ofe in

KG. We may then also view the elements ofI asK-linear combinations of expressions of the form

σ(B)x, wherex∈G and

σ(B) = ∑
b∈B

b.

Let M be any non-zero irreducible submodule ofI and lets 6= 0 be an element ofM. Then an

element of the formσ(B)x is present ins with non-zero coefficientγ. Thusσ(B) is present in

sx−1 ∈M with coefficientγ. We may write

sx−1 = ∑
u∈U

γueu,

where theγu are inK. By [11, Theorem 1],

∑
u∈U

γu = γ.

Now setting

σ(U) = ∑
u∈U

u,

we find that

(sx−1)γ−1
σ(U) = γ

−1( ∑
u∈U

γu) ∑
u∈U

eu= ∑
u∈U

eu= e1 ∈M.

It follows thatM is unique and hence equalsS. Thus,S is irreducible and containse1, as required.

We next note thate1 ∈ I(κ) but e1 6∈ I(κ + 1). It follows that lκ is an elementary divisor of

D. Let nowl t be the highest power ofl that occurs as an elementary divisor ofD, and suppose by

way of contradiction thatt > κ. Lemma 4.1 implies thatI(t) is a non-zero submodule ofI . Hence

I(t) containsSand thuse1 ∈ I(t). This is a contradiction. Therefore,t = κ, as claimed.

SinceI(κ) 6= 0, it follows thatS≤ I(κ). Suppose, if possible, thatS 6= I(κ). Now Theorem 4.3

implies thatI(κ) is a self-dualKG-module. Letg denote aG-invariant non-degenerate symmetric

bilinear defined onI(κ)× I(κ) (g is derived from f in a straightforward way). LetS1 be the

subspace ofI(κ) defined by

S1 = {x∈ I(κ) : g(x,S) = 0}.

As S is aKG-submodule andg is G-invariant, it is clear thatS1 is also aKG-submodule, and it is

not trivial. Thus we haveS< S1. Elementary duality theory implies that

I(κ)/S1
∼= S∗,
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whereS∗ is the dual module ofS. We know thate1 is a non-zero fixed point ofU in Sand there

is thus a trivial composition factor forU in S∗. Sincel does not divide|U |, U acts completely

reducibly onI(κ) and it follows thatU has a two-dimensional subspace of fixed points. This is a

contradiction, since the subspace of fixed points ofU in its action onI is one-dimensional (recall

that I is isomorphic as aKU-module to the regular moduleKU). We deduce thatI(κ) = S, as

required. �

Theorem 4.5 implies an earlier result of Steinberg, [11, Theorems 2 and 3].

4.6 Corollary Let l 6= p be a prime divisor of|G|. ThenI is an irreducibleKG-module if and

only if l does not divide|G : B|.

Hiss showed in [3] that the trivialKG-module is a composition factor ofI if and only if l

dividesq+ 1. Subsequently, Khammash improved this result to show that the socle ofI is the

trivial KG-module if and only ifl dividesq+1, [9]. We will now reprove Khammash’s theorem

using the methods developed in this paper.

4.7 Theorem The trivialKG-module is a composition factor ofI if and only if l dividesq+1.

Furthermore, if the trivial module is a composition factor ofI , it occurs exactly once and equals

the socleSof I .

Proof: Suppose thatl dividesq+1. We will show that

e1 = (−1)N ∑
g∈G

g,

whereN = |Φ+|. Let w be any element ofW. Givenu1 ∈U+
w andu2 ∈U−

w , setu = u1u2. Then

u∈U and the cosetBnwu equalsBnwu2. Fixing u2, there are thus|U+
w | elementsu∈U such that

Bnwu = Bnwu2. Consequently, given any elementb ∈ B, the coefficient ofbnwu2 in e1 is equal

to ε(w)|U+
w | mod l . Since|U+

w | = qN−l(w), andε(w) = (−1)l(w), it follows from the supposition

that q≡ −1 modl that the coefficient ofbnwu2 in e1 is (−1)N. However, each element ofG is

uniquely expressible in the formbnwu2 by [1, Theorem 8.4.3], and thus it follows that

e1 = (−1)N ∑
g∈G

g,
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as stated. We deduce thate1 is a non-trivial fixed-point forG in I and sinceSis irreducible, it must

be the trivialKG-module.

Conversely, suppose that the trivialKG-module occurs as a composition factor ofI . Let M

and M1 be KG-submodules ofI with M1 < M and M/M1 the trivial KG-module. SinceM is

a completely reducibleKU-module, there exists aKU-submoduleM2 of M such thatM2 is the

trivial one-dimensionalKU-submodule andM = M1⊕M2. Now asI is the regularKU-module,

e1 spans the unique one-dimensional trivialKU-submodule ofI . It follows that e1 ∈ M2. This

implies thatM1 = 0. For, if M1 6= 0, M1 containsS, sinceS is irreducible. This is impossible, as

we know thate1∈S≤M1, wherease1 6∈M1. Thus,M1 = 0, as stated, andM is the one-dimensional

subspace spanned bye1. Consequently,S is the trivialKG-module. SinceI is a submodule ofKG,

andKG contains a unique one-dimensional trivialKG-submodule, spanned by the element

∑
g∈G

g,

we must have

e1 = α ∑
g∈G

g

for some non-zero elementα of K. Therefore, from the first part of this proof, it must be the case

that

ε(w)|U+
w | ≡ ε(w′)|U+

w′ | mod l

for all w andw′ in W. Settingw equal to any reflection andw′ equal to the identity, we obtain

−qN−1 ≡ qN mod l ,

which implies thatl dividesq+1, as required. �

5 Two examples of modular reduction of the Steinberg lattice

While Theorem 4.4 tells us about powers ofl that occur as elementary divisors of the Gram matrix

D, it would also be useful to have some upper bound on their multiplicities. A formula for detD

would provide partial information in this respect. NowD is a specialization of the group matrix

of U introduced by Frobenius in his creation of the theory of group characters. We will briefly
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reformulate parts of Frobenius’s theory to show how we may find some integer divisors of detD

and then calculate detD in one non-trivial case.

Let T = {t1, . . . , tn} be a finite group of ordern. Let c(t1), . . . ,c(tn) be anyn rational integers

labelled by the elements ofT. Consider the element

t = c(t1)t1 + · · ·+c(tn)tn

in the complex group algebraCT. We define a linear transformationτ : CT → CT by

τ(x) = tx

for all x∈ CT. With respect to the group element basis ofCT, τ has matrix∆, say, whose(i, j)-

entry isc(t jt
−1
i ).

The group algebraCT is a direct sum of minimal left ideals, say

CT = I1⊕·· ·⊕ Is

and under the left regular representation ofCT on itself, each left idealI j is an irreducibleCT-

module and is thusτ-invariant. LetXj be the irreducible representation ofT afforded byI j . Then,

in its action onI j , τ acts as the linear transformation

Xj(t) = c(t1)Xj(t1)+ · · ·+c(tn)Xj(tn).

It follows that we can evaluate det∆ as a product of the determinants of the linear transformations

just considered, since we clearly have

det∆ =
s

∏
j=1

detXj(t).

We quote without proof the following result describing properties of the factors in this product.

5.1 Lemma Let T = {t1, . . . , tn} be a finite group of ordern. Let b1, . . . , bn be n rational

integers. Letχ be an irreducible complex character ofT and letX be a representation ofT with

characterχ. Then

det(b1X(t1)+ · · ·+bnX(tn))

depends only onχ and not on the choice of representationX. It is an algebraic integer in the field

Q(χ) obtained by adjoining toQ all the values taken byχ.
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In the case of interest to us, we takeT = U , andbi = cW(ui) for 1≤ i ≤m= |U |. Then we see

that

detD = ∏
j

det(cW(u1)Xj(u1)+ · · ·+cW(um)Xj(um))Xj (1),

whereXj runs through the inequivalent irreducible complex representations ofU , and each factor

is an algebraic integer. Taking into account the case whenXj has degree 1, we obtain the following

result that describes certain factors of detD.

5.2 Corollary Let λ be a complex linear character ofU , whose kernel contains the subgroup

U2, described at the beginning of Section 3. LetJ = J(λ ) be the subset of all those fundamental

roots r with the property thatλ is non-trivial onXr and letPJ be the parabolic subgroup ofG

associated toJ. Then detD is divisible by

∏
λ

|G : PJ(λ )|,

the product being taken over all admissibleλ .

It is more complicated to find the contributions to detD that arise from the irreducible repre-

sentations ofU of degree greater than 1. To illustrate the theory just described, we will evaluate

detD whenG = B2(Fq), whereq is a power of an odd primep. The following table lists the

various irreducible representations of the Sylowp-subgroupU of G and the factors of detD that

correspond to them. We omit details of the calculations, which involve finding explicit matrices

for the irreducible representations ofU .

degree of representationnumber of representations factor of detD

1 1 (q+1)2(q2 +1)

1 2(q−1) (q+1)(q2 +1)

1 (q−1)2 1

q (q−1) (q+1)(q2 +1)

q (q−1)2

2 q+1

q (q2−1)
2 (q+1)(q2 +1)
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5.3 Corollary Let G = B2(Fq), whereq is a power of an odd prime. Then we have

detD = (q+1)a(q2 +1)b,

wherea = q3 +q, b =
q(q+1)2

2
−1.

Using the formula above, we proceed to consider two examples where we try to find a compo-

sition series forI whenG = B2(Fq).

5.4 Example G = B2(Fq), q odd,l an odd prime divisor ofq+1.

Let q be a power of an odd primep, let l be an odd prime divisor ofq+1 and letd = ν(q+1).

Let G = B2(Fq) and letr1 and r2 be fundamental roots for a root system of typeB2. Let χst

denote the Steinberg character ofG. By the results of [10], there are irreduciblel -modular Brauer

charactersϕ0, ϕ, ϕs, ϕt andϕst and a positive integerα such that

χst = ϕ0 +αϕ +ϕs+ϕt +ϕst

on l -regular elements ofG. We haveα = 1 if l = 3 andd = 1; otherwise,α = 2. We may describe

these Brauer characters by noting thatϕ0 is the principal Brauer character and

ϕ(1) =
q(q−1)2

2
, ϕs(1) = ϕt(1) =

q(q2 +1)
2

−1.

Now there exist real-valued irreducible complex charactersχs andχt of G such that

χs = ϕ0 +ϕs, χt = ϕ0 +ϕt

on l -regular elements. Sinceχs andχt are real-valued, it follows thatϕs andϕt are real-valued.

Furthermore, there is a real-valued irreducible characterχ of G such thatχ = ϕ on l -regular

elements. Thusϕ is real-valued. Now it is known that the restriction toU of χ contains no linear

character ofU . It follows that the same is true ofϕ. Finally, it is clear thatϕst must also be

real-valued.

Let ϕ0 correspond to the trivial irreducibleKG-moduleV0, ϕ toV1, ϕs toV2, ϕt toV3 andϕst to

V4. Then theVi are all self-dual, as their Brauer characters are real-valued. It is straightforward to

check that the restriction toU of each ofχs andχt contains a linear characterλ for whichJ = {r1}
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or {r2}, and the same must then be true ofϕs andϕt . Since|G : PJ| = (q+1)(q2 +1) whenJ is

as above, we haveν(|G : PJ|) = d in this case. It follows thatV2 andV3 are composition factors of

I(d)/I(d+1), each occurring with multiplicity 1. Furthermore, sinceν(|G : B|) = 2d, we know

from Theorem 4.5 thatl2d occurs with multiplicity 1 as an elementary divisor ofD.

We set

u = dimI(d)/I(d+1).

Then ld occurs with multiplicityu as an elementary divisor ofD. Moreover, sinceV2 andV3 are

composition factors ofI(d)/I(d+1), we have

u≥ dimV2 +dimV3 = q(q2 +1)−2.

If we now consider the power ofl that divides detD and the contributions of the elementary

divisorsld andl2d to this power, we obtain the estimate

ud+2d≤ ν(detD) = d(q3 +q).

Since we also have the inequality

ud+2d≥ d(q3 +q),

it follows thatu = q3 +q−2. Thus,V2 andV3 are the only composition factors ofI(d)/I(d+1),

and the elementary divisors ofD are ld with multiplicity q3 + q−2 andl2d with multiplicity 1.

Theorem 4.3 shows thatI(d)/I(d+1) is a self-dualKG-module and, sinceV2 andV3 are non-

isomorphic self-dualKG-modules, it follows in a straightforward way thatI(d)/I(d+1) is the

direct sum ofV2 andV3. The composition factors ofI/I(1) areV1, with multiplicity α, andV4 with

multiplicity 1. In the case thatα = 1, I/I(1) is the direct sum ofV1 andV4, as both modules are

self-dual. ThenI has a composition series

V1⊕V4

V2⊕V3

V0

with the trivial moduleV0 equal to the socle. Whenα = 2, we have not been able to deduce a

composition series forI/I(1).
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5.5 Example G = B2(Fq), q≡ 1 mod 4,l = 2

In this example, we takel = 2, G = B2(Fq), and we assume thatq≡ 1 mod 4. Following

the notation of our previous example and also that of [13], the results of [13] show that there are

2-modular Brauer charactersϕi , 1≤ i ≤ 6, and an integerx≥ 0 such that

χst = ϕ0 +ϕ1 +ϕ2 +ϕ3 +ϕ4 +ϕ5 +(2x+1)ϕ6

on 2-regular elements ofG. We have

ϕ1(1) = ϕ2(1) = (q−1)2

2 (q2 +q(1−x)+1)

ϕ4(1) = ϕ5(1) = q2−1
2 , ϕ6(1) = q(q−1)2

2

ϕ3(1) = q(q2+1)
2 −1

andϕ0 is the principal Brauer character. Eachϕi is real-valued and corresponds to an irreducible

self-dualKG-module,Vi say, for 0≤ i ≤ 6.

The restriction toU of ϕ6 contains no linear character ofU . For 1≤ i ≤ 5, ϕi(1) is relatively

prime top and thus the restriction toU of each suchϕi contains a non-trivial linear character. It is

straightforward to see that the restriction toU of each ofϕ3, ϕ4 andϕ5 contains a linear character

λ for which J = {r1} or {r2}. Since for such a subsetJ of fundamental roots,ν(|G : PJ|) = 2, it

follows thatV3, V4 andV5 are all composition factors ofI(2)/I(3). I(3) is the socle ofI and equals

the trivial KG-module. The only linear characters that occur in the restriction toU of ϕ1 andϕ2

are those for which the corresponding subsetJ is Π. It follows thatV1 andV2 are composition

factors ofI/I(1).

We set

u = dimI(1)/I(2), v = dimI(2)/I(3).

Then 2 has multiplicityu as an elementary divisor ofD, 22 has multiplicityv, and we know from

Corollary 4.6 that 23 has multiplicity 1. The product of these elementary divisors is the power of

2 dividing detD and we deduce that

u+2v+3 = ν(detD) = q3 +q+
q(q+1)2

2
−1.

As we know thatV3, V4 andV5 are composition factors ofI(2)/I(3), it follows that

v≥ dimV3 +dimV4 +dimV5.
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Furthermore, asV1 andV2 occur as composition factors ofI only in I/I(1), it follows thatV6 is a

composition factor ofI(1)/I(2) if u > 0 and ofI(2)/I(3) if v > dimV3 +dimV4 +dimV5.

Straightforward inequality estimates using the formula for detD yield that u = dimV6 and

v = dimV3 +dimV4 +dimV5. Thus, sinceV3, V4 andV5 are non-isomorphic and self-dual,

I(1)/I(2)∼= V6, I(2)/I(3)∼= V3⊕V4⊕V5.

The composition factors ofI/I(1) areV1 andV2 with multiplicity 1, andV6 with multiplicity 2x.

In casex = 0, which occurs, for example, whenq = 5, by the tables in [7, p.145], we obtain the

composition series

V1⊕V2

V6

V3⊕V4⊕V5

V0

We note that this example illustrates that we cannot detect all the elementary divisors ofD

through the linear characters ofU . For we have seen that 2 occurs as an elementary divisor in this

case, butU acts onI(1)/I(2) without one-dimensional invariant subspaces.

6 The modular reduction of the Steinberg lattice whenG = An(Fq)

The theory of Section 4 gives sufficient conditions for the factorsI(k)/I(k+1) to be non-trivial

in terms of the powers ofl that divide the numbers|G : PJ|. We would have a complete corre-

spondence if we knew that the restriction toU of any irreduciblel -modular Brauer character of

G contains a linear character ofU with non-zero multiplicity, but the examples in Section 5 show

that this does not happen in general. As might be anticipated, the situation is under better control

whenG = An(Fq), since the following theorem is true.

6.1 Theorem Let G = An(Fq) and letM be an irreducibleKG-module. ThenM contains a

one-dimensionalKU-submodule.

This theorem is probably well known and a proof of it may be modelled on a corresponding

result proved by Gelfand and Graev, [2], in the context of complex representations. We omit the
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details, as the theorem is not crucial to our further development of the theory.

6.2 Corollary Let G= An(Fq) and letl be a prime divisor of|G : B|. Then the powers ofl that

occur as elementary divisors overRof the Gram matrixD are precisely the powers ofl that divide

the indices|G : P|, whereP runs over the set of parabolic subgroups that containB.

Now the general Chevalley groupG described in this paper is realized as a group of automor-

phisms of a Lie algebraL overFq, defined in terms of the root systemΦ. G is a normal subgroup

of a larger group̂G of automorphisms ofL , described in [1, p.98 and p.118]. It is straightforward

to show from the definition ofe thatĜ acts on the Steinberg lattice. WhenG = An(Fq), the larger

groupĜ is isomorphic to the projective general linear group PGLn+1(Fq) and thus we may con-

sider the Steinberg lattice to be a module for this group. In particular, we may use the tables in

[5] to determine the composition factors of the modular reduction of the Steinberg lattice ofĜ for

n≤ 9. Perusal of these tables suggests that any non-zero quotientI(k)/I(k+1) is an irreducible

KĜ-module. This leads us to formulate a conjecture, as follows.

6.3 Conjecture Let G = An(Fq) and letl be a prime divisor of|G : B|. Let k≥ 0 be an integer

and letI(k) be the corresponding sublattice ofI . Then the quotientI(k)/I(k+1) is either zero or

is an irreducibleKĜ-module. Equivalently, the number of composition factors of theKĜ-module

I equals the number of different powers ofl that equal thel -part of |G : P|, asP ranges over the

parabolic subgroups ofG.

The fact that the conjecture above is true for certain small values ofn allows us to use the

dimensions of the composition factors ofI to obtain an explicit formula for detD in these cases.

For we know the elementary divisors ofD in terms of the prime divisors of|G : P|, and their

multiplicities are provided by the dimensions of the composition factors. We illustrate how this

technique may be put into practice by evaluating detD whenn = 3, using the tables in [5] for

GL4(Fq).

6.4 Theorem Let G = A3(Fq). Then we have

detD = (q+1)a(q2 +1)b(q2 +q+1)c,

wherea = q5 +q3−q2 +1, b = q5 +q4−q2−q+1 andc = q4 +q2−1.
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Proof: Letχst be the Steinberg character ofĜ and letl be a prime divisor of|G : B|. We begin

with the case thatl dividesq+1 and setd = ν(q+1). Suppose thatl is odd. Then thel -modular

decomposition ofχst is given by

χst = ϕ0 +ϕ1 +ϕ2,

where theϕi are irreducible Brauer characters andϕ0 is the principal Brauer character. We also

have

ϕ1(1) = (q3−1)(q2 +1), ϕ2(1) = q2(q3−1)(q−1).

Now ϕ0 is associated with the elementary divisorl2d, andϕ1 with the elementary divisorld. Thus

ν(detD) = 2d+d(q3−1)(q2 +1).

Suppose next thatl = 2. The 2-modular decomposition ofχst is described by

χst = ϕ0 +ϕ1 +ϕ2 +ϕ3,

whereϕ0 is the principal Brauer character and

ϕ1(1) = (q3−1)(q2 +1), ϕ2(1) = (q3−1)(q−1).

The Brauer charactersϕ0, ϕ1 andϕ2 are associated to the elementary divisors 22d+1, 2d+1 and 2,

respectively. Thus

ν(detD) = 2d+1+(d+1)(q3−1)(q2 +1)+(q3−1)(q−1)

whenl = 2.

Next, we letl be an odd prime divisor ofq2 +1. Then we have

χst = ϕ1 +ϕ2,

whereϕ1(1) = q5 +q4−q2−q+1 and

ν(detD) = ν(q2 +1)ϕ1(1).

Finally, we letl be a divisor ofq2 +q+1. Then we find that

χst = ϕ1 +ϕ2,
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whereϕ1(1) = q4 +q2−1, and correspondingly

ν(detD) = ν(q2 +q+1)ϕ1(1).

This accounts for all prime divisors of|G : B| and it is straightforward to see that the prime factors

of detD which we have found are equivalent to the formula claimed for detD above. �

Using the same ideas, we have obtained the formula

detD = (q+1)a(q2 +1)b(q2 +q+1)c(q4 +q3 +q2 +q+1)e,

for G = A4(Fq), wherea = q7 + q5− q2 + 1, b = q8 + q7− q3− q2 + 1, c = q6 + q5− q and

e = q9 + q8− 2q5 + q2 + q− 1. The two formulae we have obtained are difficult to interpret

combinatorially in the form presented, but we feel that it may be possible to calculate detD in

principle wheneverG = An(Fq). We have in mind something in the spirit of the James-Murphy

formula for the determinant of the Gram matrix of the integral symmetric bilinear form associated

to a Specht lattice, [6]. On the basis of these results and Corollary 5.3, it seems that detD is

a product of factors of the formΦm(q), whereΦm(q) denotes them-th cyclotomic polynomial

evaluated atq, andm runs over the degrees of the Weyl group ofG.
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