
It is of interest to know not only when a particular Line-Search (LS) method converges, but also, how fast it converges.  
We look at that question in this lecture.  Unfortunately our results will not be as general as the previous ones which relied 
on Zoutendijk's Theorem: we will instead limit ourselves to proving a key result about the convergence rate of the 
Steepest Descent method for the model quadratic problem.  The optimization problems we are interested in all resemble 
the model problem sufficiently close to the minimizer, so this restriction does not involve much loss of generality.
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