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Abstract
We establish a fundamental connection between the geometric Robinson–Schensted–
Knuth (RSK) correspondence and GL.N;R/-Whittaker functions, analogous to the
well-known relationship between the RSK correspondence and Schur functions. This
gives rise to a natural family of measures associated with GL.N;R/-Whittaker func-
tions which are the analogues in this setting of the Schur measures on integer parti-
tions. The corresponding analogue of the Cauchy–Littlewood identity can be seen as a
generalization of an integral identity for GL.N;R/-Whittaker functions due to Bump
and Stade. As an application, we obtain an explicit integral formula for the Laplace
transform of the law of the partition function associated with a 1-dimensional directed
polymer model with log-gamma weights recently introduced by one of the authors.
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1. Introduction
The Robinson–Schensted–Knuth (RSK) correspondence is a combinatorial mapping
which plays a fundamental role in the theory of Young tableaux, symmetric functions
and representation theory. In particular, it provides a direct combinatorial proof of the
Cauchy–Littlewood identityX

�

s�.x/s�.y/D
Y
i;j

.1� xiyj /
�1;

where the sum is over integer partitions and where s� denotes the Schur function
associated with the partition �. The Schur function s�.x/ is a symmetric function in
the variables x D .x1; x2; : : :/ defined by

s�.x/D
X
T

xT ;

where the sum is over semistandard tableaux T with shape � and where xT D
x
�1
1 x

�2
2 � � � , where �i is the number of i ’s in T . (For more background on symmetric

functions, we refer the reader to [37].)
The RSK mapping is defined by a combinatorial algorithm which associates to

each matrix M D ¹mij º with nonnegative integer entries a pair .P;Q/ of semistan-
dard tableaux with the same shape. By a version of Greene’s theorem (see [29, Main
Theorem], [33, Theorem 3.5]), it can also be defined via expressions in the .max;C/
semiring. This was extended to matrices with real entries by Berenstein and Kirillov in
[8]. Replacing these expressions by their analogues in the usual .C;�/ algebra, Kir-
illov in [33] introduced a geometric lifting of the Berenstein–Kirillov correspondence
which he called the “tropical RSK correspondence” in honor of M.-P. Schützenberger
(1920–1996). However, for many readers nowadays the word tropical indicates just
the opposite. To avoid confusion, we will refer to Kirillov’s construction as the geo-
metric RSK correspondence, as in the theory of geometric crystals (see [6], [7]), which
is closely related. This correspondence has been studied further from a dynamical
point of view by Noumi and Yamada [40] and is related to Dodgson’s condensation
method for computing determinants in [20].

It is natural to ask if there is an analogue of the Cauchy–Littlewood identity for
the geometric RSK correspondence. A priori it is not at all clear that this should exist:
something quite remarkable needs to happen in order to see the product structures on
both sides which characterize his identity. In this article, we show that in fact these
product structures do appear in the correct formulation and, moreover, that the role of
the Schur functions is now played by GL.N;R/-Whittaker functions. In a particular
case (corresponding to square matrices) the analogue of the Cauchy–Littlewood iden-
tity is in fact a well-known integral identity for GL.N;R/-Whittaker functions due to
Bump and Stade (see [16], [27], [57]).
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Before stating our main results, we will first explain the origin of these product
structures in the context of the RSK correspondence and its role in the proof of the
Cauchy–Littlewood identity. The RSK mapping associates to each matrixM D ¹mij º
with nonnegative integer entries a pair .P;Q/ of semistandard tableaux with the same
shape. If M is an n � N matrix, then P has entries from ¹1; 2; : : : ;N º and Q has
entries from ¹1; 2; : : : ; nº. Moreover, the vector .R1; : : : ;Rn/ of row sums of M is
the type of Q—that is, R1 is the number of 1’s in the semistandard tableau Q, R2 is
the number of 2’s, and so on. Similarly, the vector of column sums .C1; : : : ;CN / is
the type of P . Note that this reflects the well-known symmetry property of RSK—
namely, that if M 7! .P;Q/, then M t 7! .Q;P /. It follows thatY

i;j

.xiyj /
mij D

Y
i

xRi
Y
j

yCj D xQyP ;

and summing both sides gives the Cauchy–Littlewood identity: on the left-hand side
we sum over all matrices with nonnegative integer entries, and on the right-hand side
we sum over all pairs of semistandard tableaux P and Q with the same shape.

Another way of interpreting the above argument is as follows. Let p1; : : : ; pn and
q1; : : : ; qN be a collection of positive numbers such that 0 < piqj < 1 for all i and j ,
and consider the probability measure on n�N matrices defined by

P
�
¹M º

�
D
Y
i;j

.1� piqj /
Y
i;j

.piqj /
mij :

From the above discussion, the pushforward of this probability measure onto the
shape of the tableaux obtained under the RSK mapping is given by

QP
�
¹�º

�
D
Y
i;j

.1� piqj /s�.p/s�.q/: (1.1)

Now, the Cauchy–Littlewood identity is essentially equivalent to the fact that QP is
a probability measure on the set of integer partitions. Such probability measures are
known as Schur measures (see [49]).

We now turn to the geometric RSK correspondence. The input is an n�N matrix
X D ¹xij º with strictly positive real entries and, supposing here for convenience that
n�N , the analogue of the P -tableau is a triangular array .zk;`/1�`�k�N of nonneg-

ative real numbers. The vector zN;� is the shape of P . Let O�1; : : : ; O�n and �1; : : : ; �N
be a collection of real numbers satisfying O�i C �j > 0 for all i and j , and consider
the product measure on input matrices X defined by

�.dX/D
Y
i;j

� O�iC�j
.dxij /;
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where �� denotes the distribution of the inverse of a Gamma random variable

�� .dx/D
1

�.�/
x���1 exp

°
�
1

x

±
dx:

The main result of this paper (Theorem 3.9) is that the pushforward of the probability
measure � under the geometric RSK mapping onto the shape .zN;`/1�`�N is given
by

�Nn .dy/D‰� .y/

Z
�RN

d�sN .�/‰��.y/

nY
mD1

NY
iD1

�. O�mC �i /

�.�i C O�m/

NY
iD1

dyi

yi
; (1.2)

where the functions ‰�.y/ are GL.N;R/-Whittaker functions (defined in Section 3.2
below) and where

sN .�/D
1

.2��/NNŠ

Y
j¤k

�.�j � �k/
�1:

The probability measure �Nn is the analogue of the Schur measure in this setting, and
we will refer to it as a Whittaker measure; the fact that it integrates to 1 is the analogue
of the Cauchy–Littlewood identity.

In the special case N D n, we obtain the following simplification:

�NN .dy/D

NY
mD1

NY
iD1

�.�i C O�m/
�1e�y

�1
N ‰� .y/‰ O� .y/

NY
iD1

dyi

yi
: (1.3)

In this case, the analogue of the Cauchy–Littlewood identity reduces toZ
R
N
C

e�y
�1
N ‰� .y/‰ O� .y/

NY
iD1

dyi

yi
D

NY
mD1

NY
iD1

�.�i C O�m/;

which can be seen to be equivalent to a Whittaker integral identity due to Bump and
Stade (see [16], [57], [27]). We remark that, while this gives a new interpretation
of the Bump–Stade Whittaker integral identity, we do not give a new proof of this
identity in this article; in fact, we use it to obtain the simplification (1.3).

We prove Theorem 3.9 by considering a dynamical version of the geometric RSK
construction due to Noumi and Yamada [40], allowing n to increase as we succes-
sively add rows to the input matrix X . The image triangular array z.n/ evolves as a
Markov process in discrete time n subject to a particular entrance law for n <N . First,
we prove that the shape zN;�.n/ evolves marginally as a Markov process in its own
filtration. The Markov property of zN;�.n/ relies (via the theory of Markov functions)
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on an algebraic intertwining relation between Markov kernels for z.n/ and zN;�.n/
as well as on a limiting argument which shows that the result holds for the particular
entrance law for z.n/ dictated by the geometric RSK correspondence. Second, we
prove that this Markov process can be diagonalized in terms of GL.N;R/-Whittaker
functions. This yields the formula (1.2) for the fixed n probability distribution of the
shape.

Our results have an important application to the study of directed polymers, anal-
ogous to the role of the RSK correspondence in the study of longest increasing sub-
sequences and last passage percolation (see [1], [2], [30], [31], [36], [58]). According
to the definition of geometric RSK, we can write zN;1.n/D

P
�

Q
.i;j /2� xij where

the summation is over all up/right lattice paths in Z
2 from .1; 1/ to .n;N /. Under

the measure �, this random variable can be interpreted as a partition function for a
directed polymer in a random environment given by the weights xij . For a particular
(homogeneous) choice of the parameters O�i C �j D 	 for all i and j , this model was
introduced and studied in [55]. In particular, setting Zn D zn;1.n/, it was shown in
[55, Theorem 2.4] that the free energy is given explicitly by

lim
n!1

1

n
logZn D�2‰.	=2/ (1.4)

almost surely, where ‰.x/D Œlog�
0.x/ is the digamma function, and moreover that

lim sup
n!1

var logZn
n2=3

<1: (1.5)

These asymptotic results were obtained via the observation that for this polymer
model there is an analogue of the output theorem (or Burke property) for the sin-
gle server queue. This observation, combined with recent progress on a related model
in [44], provided the inspiration for the present work. In fact, the model considered in
[44] is a degeneration of the one we presently consider (see Section 4.2).

Using our main result, we obtain the following explicit formula for the Laplace
transform of the law of the partition function zN;1.n/ under the measure � (this state-
ment is also contained in Theorem 3.9):

EŒe�szN;1.n/


D

Z
�RN

d�s
PN
iD1.�i��i /

Y
1�i;j�N

�.�i � �j /

nY
mD1

NY
iD1

�.�i C O�m/

�.�i C O�m/
sN .�/; (1.6)

where the poles of the functions �.�i � �j / and �.�i C O�m/ are not encountered as
we may assume without loss of generality that O�m > 0 for all m and �j < 0 for all j .

Our formula (1.6) has recently been applied in [12] to prove the following asymp-
totic result: there exists 	� > 0 such that the inverse-gamma weight polymer free
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energy with parameter 	 2 .0; 	�/ has limiting fluctuation distribution given by

lim
n!1

P

� logZn � n Nf�
n1=3

� r
�
D FGUE

�� Ng�
2

��1=3
r
�
; (1.7)

where Nf� D �2‰.	=2/, where Ng� D �2‰00.	=2/, and where FGUE is the Tracy–
Widom distribution function for the maximal eigenvalue of the Gaussian Unitary
Ensemble (GUE). The restriction on the parameter 	 is present for purely technical
reasons.

There have been many recent developments on the Kardar–Parisi–Zhang (KPZ)
equation (see [18], [25], [52]) and various discretizations of this equation which have
an underlying algebraic structure. The latter include the Whittaker measures and pro-
cesses introduced in these pages, and a particular family of degenerations of these
which were introduced earlier in [44]. These in turn can be seen as degenerations of
the Macdonald measures and processes introduced in [11], which gives access to the
theory of Macdonald polynomials and also incorporates a wide range of other interest-
ing degenerations including q-deformations of the Whittaker measures and processes
discussed here. A feature important for the Whittaker measures we consider here is
the fundamental link to the geometric RSK correspondence. In particular, our main
result is not a degeneration of any of the main results in the more recent article [11].

Further developments appear in the recent work [45], which explores this con-
nection from a combinatorial point of view, in contrast to the dynamical approach
of the present work. The article [45] provides further insight into the appearance of
Whittaker functions in this setting and, among other things, studies the restriction of
the geometric RSK mapping to symmetric matrices.

In another direction, it is possible to define an analogue of the geometric RSK
mapping directly in the continuum setting of the KPZ equation, with input given by
a 2-dimensional strip of space–time white noise (see [46]). Some recent progress
towards understanding the law of the analogue of the shape in this setting has been
made in [11] and [19].

The outline of this article is the following. In Section 2, we introduce the geo-
metric RSK correspondence via two equivalent approaches: row insertion procedure
and nonintersecting lattice paths. Section 3 provides the main set of results of this
paper. We state the main algebraic content of this article in the form of the intertwin-
ing relation of Proposition 3.4; we define Whittaker functions; and we state our main
results (Theorems 3.7 and 3.9). Within that section we also record the invariant distri-
bution of dynamical geometric RSK correspondence, and we explain the connection
to Pitman’s 2M �X theorem. Section 4 details how in certain scaling limits of our
work, one recovers previously discovered results. Finally, proofs of our main results
are contained in Section 5.
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2. Geometric RSK correspondence
In this section we describe an extension of Kirillov’s “tropical” (or presently “geomet-
ric”) RSK correspondence (see [33]) to rectangular matrices. We follow mainly the
development in [40] but with a slightly different convention for indices. We describe
first a geometric row insertion procedure, and then expand this into a procedure for
inserting a word into a triangular array (see Example 2.3 for a step-by-step illustration
of these procedures). Repeated insertions create a temporal evolution of the array. In
addition to insertion into an already existing array, we consider insertion into an ini-
tially empty array. This latter version will have an equivalent description in terms of
weights of configurations of lattice paths.

2.1. Geometric RSK via row insertion

Definition 2.1
Let 1 � ` � N . Consider two words � D .�`; : : : ; �N / and b D .b`; : : : ; bN / with
strictly positive real entries. Geometric row insertion of the word b into the word �
transforms .�; b/ into a new pair .� 0; b0/, where � 0 D .� 0

`
; : : : ; � 0N / and b0 D .b0

`C1
; : : : ;

b0N /. The transformation is notated and defined as follows:

b

��!# � 0;

b0
where

8̂̂<̂
:̂
� 0
`
D b`�`;

� 0
k
D bk.�

0
k�1
C �k/; `C 1� k �N;

b0
k
D bk

	k	
0
k�1

	k�1	
0
k

; `C 1� k �N:

(2.1)

If `DN , then output b0 is empty and we write b0 D;. In addition to � 2 .0;1/N�`C1,
we admit the case � D .1; 0; : : : ; 0/. This will correspond to row insertion into an
initially empty word. With e.k/1 D .1; 0; : : : ; 0/ denoting the first unit k-vector, the
notation and definition are now

b

e
.N�`C1/
1 �!# � 0; where � 0k D

kY
iD`

bi ; `� k �N: (2.2)

This is consistent with (2.1) except that output b0 is not defined and hence is not
displayed in the diagram above.

The next step is geometric row insertion of a word into a triangular array. For
N � 1, let TN D .zk` W 1 � ` � k � N W zk` 2 .0;1//, that is, the set of triangular
arrays with positive real entries. The bottom picture of Figure 4 illustrates an element
of T5. Here .zk`/ consists of rows indexed by k and southeast-pointing diagonals
indexed by `.
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Definition 2.2
Let an array z 2 TN and a word b 2 .0;1/N be given. Geometric row insertion of b
into z outputs a new triangular array z0 2 TN . This procedure is denoted by

z0 D z b (2.3)

and it consists of N iterations of the basic row insertion. For 1� `�N , form words
z` D .z``; : : : ; zN`/. Begin by setting a1 D b. Then for ` D 1; : : : ;N , recursively
apply the map

a`

z`�!# z0
`

a`C1

(2.4)

from Definition 2.1, where a`C1 D a0`. The last output aNC1 is empty. The new array
z0 D .z0

k`
W 1� `� k �N/ is formed from the words z0

`
D .z0

``
; : : : ; z0

N`
/. Along the

way the procedure constructs an auxiliary triangular array aD .ak` W 1� `� k �N/
with diagonals a` D .a``; : : : ; aN`/.

Definition 2.2 of z0 D z b can be summarized by these equations:

ak;1 D bk for 1� k �N;

akC1;`C1 D akC1;`
zkC1;`z

0
k;`

z0
kC1;`

zk;`
for 1� `� k <N;

z0k;` D ak;`.zk;`C z
0
k�1;`/ for 1� ` < k �N;

z0k;k D ak;kzk;k for 1� k �N:

(2.5)

This procedure is illustrated in Figure 1 when N D 3.

a1

z1�!# z01
a2

z2�!# z02
a3

z3�!# z03
;

Figure 1. Illustration of z0 D z a1 when N D 3. Geometric row insertion of the word a1 D
.a11; a21; a31/ into the triangular array z is defined recursively by insertion of ai into zi with
outputs z0i and aiC1. After step 3, the process has been exhausted: a3 D .a33/ has one entry and
a4 is an empty vector.
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a1.1/ a1.2/ a1.3/

z1.0/ �!# z1.1/ �!# z1.2/ �!# z1.3/ � � �

a2.1/ a2.2/ a2.3/

z2.0/ �!# z2.1/ �!# z2.2/ �!# z2.3/ � � �

a3.1/ a3.2/ a3.3/

z3.0/ �!# z3.1/ �!# z3.2/ �!# z3.3/ � � �

a4.1/ a4.2/ a4.3/
:::

:::
:::

:::
:::

:::
:::

aN .1/ aN .2/ aN .3/

zN .0/ �!# zN .1/ �!# zN .2/ �!# zN .3/ � � �

; ; ;

Figure 2. Evolution of the array z.n/ in state space TN over time nD 0; 1; 2; : : : . The initial state
z.0/ is on the left edge. The inputs come from the d -array: a1.n/D d Œn
 D .dn;1; : : : ; dn;N /.

Iteration of the insertion procedure defines a temporal evolution z.n/, nD 0; 1;
2; : : : of an array z.n/ 2 TN . This evolution is driven by a semi-infinite matrix d D
.dnj W n � 1; 1 � j � N/ of positive weights dnj . We write d Œ1;n
 D .dij W 1 � i �
n; 1 � j �N/ for the matrix of the first n rows of d , and we write d Œn
 D .dn1; : : : ;
dnN / for the nth row of d . The temporal evolution is then defined by successive
insertions of rows of d into the initial array: given z.0/ 2 TN and d , then iteratively
for n� 1,

z.n/D
�
z.n� 1/ d Œn


�
D
�
z.0/ d Œ1
 d Œ2
 � � �  d Œn


�
: (2.6)

Figure 2 illustrates the preceding explanation.

Example 2.3
Let us illustrate the construction with a step-by-step example. (We use rational num-
bers, although the procedures apply more generally for nonnegative real numbers.)
First, consider geometric row insertion of b D .1; 5/ into � D .3; 2/. By the procedure
of (2.1), we first compute the output � 01 D b1�1 D 1 � 3 D 3 and then � 02 D b2.�

0
1 C

�2/D 5.3C 2/D 25. Then we compute b02 D b2.�2�
0
1=�1�

0
2/D 5..2 � 3/=.3 � 25//D

2=5. This calculation is represented by the diagram
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.1; 5/

.3; 2/ �!# .3; 25/�2
5

�
We now illustrate geometric insertion of a1 D .2; 2; 4/ into the triangular array

z, with z1 D .4; 1; 3/, z2 D .3; 7/, and z3 D .2/. That is to say, that z is given by

4

3 1

2 7 3

This insertion is performed by completing the following diagram.

.2; 2; 4/

.4; 1; 3/ �!# z01

a2

.3; 7/ �!# z02

a3

.2/ �!# z03

After calculating each insertion, starting from the top and sequentially going
down, we arrive at the following diagram:

.2; 2; 4/

.4; 1; 3/ �!# .8; 18; 84/�2
9
;
18

7

�
.3; 7/ �!#

�2
3
;
138

7

�
�14
69

�
.2/ �!#

�28
69

�
From the right-hand side of the diagram, we read off the new array



TROPICAL COMBINATORICS AND WHITTAKER FUNCTIONS 523

z0 D

8

2

3
18

28

69

138

7
84

thus completing the insertion procedure.

Finally, we consider the insertion process with an empty initial array. Here N is
still the fixed size parameter of the array. Initially z.0/ is empty, which we denote
by z.0/D ;. The array grows by adding one new diagonal z` at each time. At time
n 2 ¹1; : : : ;N º, the already existing diagonals z1; : : : ; zn�1 are updated by inserting
a1.n/ and by iterating as in (2.4), and a new diagonal zn is filled by inserting an.n/
according to (2.2). Consequently, at time 1� n <N , the currently defined array with
strictly positive entries is z.n/D ¹zk`.n/ W 1 � k � N;1 � ` � k ^ nº. We consider
the entries ¹zk`.n/ W n < `� k �N º undefined. At time nDN the array is full, and
after time N its evolution continues according to (2.6). The evolution of z.n/ from
z.0/D; is illustrated by Figure 3.

Remark 2.4
Instead of having truncated arrays in the evolution ¹z.n/ W 0� n <N º from z.0/D;,
we could also choose to fill the undefined portion of the array with certain conventions
that are consistent with the update rules. This would include use of singular values 0
and1. For example, at time 0� n <N , diagonal znC1.n/ would equal .1; 0; : : : ; 0/,
in accordance with (2.2). State space TN would be replaced with a larger space T

�
N

a1.1/ a1.2/ a1.3/

e
.N/
1 �!# z1.1/ �!# z1.2/ �!# z1.3/ � � �

a2.2/ a2.3/

e
.N�1/
1 �!# z2.2/ �!# z2.3/ � � �

a3.3/

e
.N�2/
1 �!# z3.3/ � � �

Figure 3. Evolution of the array z.n/ started from the empty array z.0/D;. Here e.k/1 represents
the word .1; 0; : : : ; 0/ of length k. By Proposition 2.5, z.n/ is equal to the image Pn;N .d

Œ1;n
/ of
the weight matrix d Œ1;n
 D ¹a1.i/ºniD1 under the geometric RSK correspondence.
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that contains ; and these other partially singular arrays. In this paper we will not use
these conventions.

2.2. Geometric RSK via nonintersecting lattice paths
We turn to an alternative definition of the evolution in Figure 3 in terms of config-
urations of nonintersecting lattice paths. As before, N � 1 is fixed and the input of
the process is the semi-infinite matrix d D .dij W i � 1; 1 � j � N/ of positive real
weights. For each n� 1 form the n�N matrix d Œ1;n
 D .dij W 1� i � n; 1� j �N/.
For 1� `� k �N , let …`

n;k
denote the set of `-tuples � D .�1; : : : ; �`/ of noninter-

secting lattice paths in Z
2 such that, for 1� r � `, �r is a lattice path from .1; r/ to

.n; kCr�`/. A lattice path only takes unit steps in the coordinate directions between
nearest-neighbor lattice points of Z

2 (i.e., up or right); nonintersecting means that
paths do not touch. The weight of an `-tuple � D .�1; : : : ; �`/ of such paths is

wt.�/D
Ỳ
rD1

Y
.i;j /2�r

dij : (2.7)

For 1� `� k �N , let

�k;`.n/D
X

�2…`
n;k

wt.�/: (2.8)

For 0� n < ` < k �N , the set of paths …`
n;k

is empty and we take the empty sum to
equal zero. At `D k there is a unique `-tuple, and in fact we have the equation

�k;`.n/D ık;`�k;n.n/ for 0� n < `� k �N;

where ık;` is the Kronecker delta. For ` D 0, the right convention turns out to be
�k;0.n/D 1 for 1� k �N .

The array z.n/D ¹zk;`.n/ W 1� k �N;1� `� k ^ nº is now defined by

zk;1.n/ � � �zk;`.n/D �k;`.n/: (2.9)

The elements .zk`.n/ W n < `� k �N/ we regard as undefined, even though strictly
speaking one more element, namely znC1;nC1.n/, could be consistently defined as 1.
In the spirit of Remark 2.4, we could also replace the undefined array elements with
particular singular values (see Figure 4 for an illustration).

We express the mapping (2.9) that defines z.n/ from d Œ1;n
 as

z.n/D Pn;N .d
Œ1;n
/: (2.10)

We come to the important point from Section 2.2 of [40] that row insertion into an
empty array and this path construction define the same array z.n/. We postpone the
proof of this proposition to the end of the section.



TROPICAL COMBINATORICS AND WHITTAKER FUNCTIONS 525

d15 d25 d35 d45
"

d14 d24 d34 d44
"

d13 d23 ! d33 ! d43
"

d12 d22 d32 d42
"

d11 ! d21 d31 d41

d15 d25 d35 ! d45
"

d14 ! d24 ! d34 d44
" "

d13 d23 ! d33 ! d43
" "

d12 d22 d32 d42
"

d11 ! d21 d31 d41

z11.4/

z22.4/ z21.4/

z33.4/ z32.4/ z31.4/

z44.4/ z43.4/ z42.4/ z41.4/

z55.4/ z54.4/ z53.4/ z52.4/ z51.4/

Figure 4. Illustration of the path construction for n D 4 and N D 5. Note that the matrix d is
presented in Cartesian coordinates. On the top left is an element � of …1

n;N
, that is an up-right

path � from .1; 1/ to .n;N /D .4; 5/. The weight of this path is d11d21d22d23d33d43d44d45.
On the top right is an element � D .�1; �2/ of …2

n;N
, a pair of nonintersecting up-right paths:

�1 from .1; 1/ to .n;N � 1/ D .4; 4/ and �2 from .1; 2/ to .n;N / D .4; 5/. The weight of �
is .d11d21d22d23d33d43d44/ � .d12d13d14d24d34d35d45/. At the bottom is the array z.n/D
¹zk;`.n/º1�`�k�N , at time n D 4. We write this as z.n/ D Pn;N .d/. The entry zN;1.n/ D
z5;1.4/ is equal to the sum of the weights of all paths in …1

n;N
. The product zN;1.n/zN;2.n/D

z5;1.4/z5;2.4/ is equal to the sum of the weights of all elements in …2
n;N

. The rest of the array is
determined similarly via (2.9). We regard the boldface element z55.4/ as not yet defined at time
nD 4 as explained after (2.9).

PROPOSITION 2.5
Let n;N � 1. Set z.n/D Pn;N .d Œ1;n
/ and

Qz.n/D; d Œ1
 d Œ2
 � � �  d Œn
: (2.11)

Then z.n/D Qz.n/.

Let us discuss similarities with the classical RSK correspondence. Array z D
Pn;N .d

Œ1;n
/ is the analogue of the P -tableau in the usual RSK correspondence. The
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analogue of the shape of this tableau is the bottom vector .zN;1; : : : ; zN;N^n/. The
analogue of the Q-tableau is the array w DQn;N .d Œ1;n
/D PN;n..d Œ1;n
/T /, where
superscript T denotes transpose. It is not difficult to see that the pair .z;w/ have the
same shape, that is, .zN;1; : : : ; zN;N^n/D .wn;1; : : : ;wn;N^n/. Given this constraint,
the pair .z;w/ can be identified with an n�N matrix Qd defined by

Qdij D

´
ziCj�1;i ; 1� i � n^N;1� j �N � i C 1;

wNCn�i�jC1;N�jC1; 1� j �N;N � j C 1� i � n:

With this identification, the mapping d Œ1;n
 7! .z;w/ is a bijection from the set of
n�N matrices with strictly positive real entries onto itself, which one can refer to as
the geometric RSK correspondence.

Proposition 2.5 shows that, as with the usual RSK correspondence, theP -tableau
z.n/ D Pn;N .d

Œ1;n
/ can be defined recursively by inserting the rows of the matrix
d one after another. Then w DQn;N .d/ plays the role of a recording tableau. With
z.k/ D Pk;N .d

Œ1;k
/ for 1 � k � n, w D Qn;N .d/ is given by wk;� D zN;�.k/ for
1� k �N ; this is immediate from the definition.

Let us introduce some further conventions for the rest of this article. As before,
z` D .z`;`; : : : ; zN;`/ is the `th diagonal of z, counting from right to left. The kth row
of the array is denoted by zŒk
 D .zk1; : : : ; zkk/, and an array restricted to a range of
rows is denoted by zŒa;b
 D .zk;` W a � k � b; 1� `� k/. To discuss evolution of the
array row by row, it is convenient to have notation for spaces of rows. For 1� k �N ,
the kth row of an array in TN lies in the space Yk D .y` W 1 � ` � k W y` 2 .0;1//,
that is, the space of vectors of length k with positive real coordinates.

As the last item of this section, we sketch the proof of our Proposition 2.5 from
[40, Section 2.3].

Proof of Proposition 2.5
The connection between z.n/ and Qz.n/ goes via the variables �k`.n/ and a matrix
formalism developed in [40].

For an N -vector x D .x1; : : : ; xN / define an upper triangular N �N matrix

H.x/D
X

1�i�j�N

xixiC1 � � �xjEi;j ;

where Ei;j is the N � N matrix with a unique 1 in the .i; j /-position and zeros
elsewhere. For a fixed n, define the product

H DH.d Œ1
/H.d Œ2
/ � � �H.d Œn
/: (2.12)
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A key fact (see [40, Proposition 1.3]) is that the �k`.n/’s give certain minor deter-
minants of H : �k`.n/D detH Œ1;`


Œk�`C1;k

where the superscript specifies the range of

rows and the subscript the range of columns in the minor.
On the other hand, the row insertion procedure can be encoded with H -type

matrices. Let 1 �m � N , and introduce this further definition for an .N �mC 1/-
vector x D .xm; xmC1; : : : ; xN /:

Hm.x/D
X
1�i<m

Ei;i C
X

m�i�j�N

xixiC1 � � �xjEi;j : (2.13)

In particular, H1.x/DH.x/.
Set M D n^N . With H as in (2.12) above, consider the equation

H DHM .M / � � �H2.2/H1.1/ (2.14)

for unknown vectors ` D .k;`/`�k�N , `D 1; 2; : : : ;M . This equation is uniquely
solved by [40, Theorem 2.4]:

`;` D
�`;`.n/

�`;`�1.n/
; k;` D

�k;`.n/�k�1;`�1.n/

�k;`�1.n/�k�1;`.n/
for ` < k �N . (2.15)

Equation (2.14) encodes the row insertion procedure but in different variables [40,
(2.38)–(2.40)]. Namely, the -variables are the ratios of the Qz-variables defined by
(2.11):

for 1� `�M : `;` D Qz`;`.n/; k;` D
Qzk;`.n/

Qzk�1;`.n/
for ` < k �N . (2.16)

Combining (2.15)–(2.16) for Qz with (2.9) for z gives

Qzk;`.n/D `;` � � �k;` D
�k;`.n/

�k;`�1.n/
D zk;`.n/ for 1� `�M , `� k �N . (2.17)

3. Geometric RSK with random input
Given an initial (possibly random) state z.0/ 2 TN and a weight matrix d composed
of independent random rows d Œi
, with z.0/ and d independent, Proposition 2.5 shows
that z.n/D Pn;N .d Œ1;n
/ has the structure of a Markov process with time parameter
n. The exact form of the transition kernel depends on the distribution of the rows d Œi


and can be explicitly written down by appealing to the recursion of Definition 2.1.
We do this for a particular solvable distribution on the elements dij that we now
introduce.
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Definition 3.1
Let � be a positive real. A random variable X has inverse-gamma distribution with
parameter � > 0 if it is supported on the positive real numbers where it has distribu-
tion

P.X 2 dx/D
1

�.�/
x���1 exp

°
�
1

x

±
dx: (3.1)

We abbreviate this X � ��1.�/.

Definition 3.2
An inverse-gamma weight matrix, with respect to a parameter matrix 	 D .	i;j >
0 W i � 1; 1 � j � N/, is a matrix of positive weights .di;j W i � 1; 1 � j � N/ such
that the entries are independent random variables and di;j � ��1.	i;j /. We call a
parameter matrix 	 solvable if 	i;j D O�i C �j > 0 for real parameters . O�i W i � 1/
and .�j W 1 � j � N/. In this case we also refer to the associated weight matrix as
solvable. Column n of the parameter matrix 	 is denoted by 	 Œn
 D .	n;j /1�j�N . We
denote the vector � D .�j W 1� j �N/ for later use.

The intertwining properties we discuss in Section 3.1 are the reason we restrict
to inverse-gamma distributed weights and the reason for the particular form 	i;j D
O�i C �j .

The transition kernel for the Markov chain z.n/ on the state space TN result-
ing from applying the geometric RSK correspondence to a solvable inverse-gamma
weight matrix is denoted by …N

� Œn�
.z; d Qz/. This represents the time n transition z.n�

1/! z.n/.
To explicitly state this kernel, it turns out useful to exploit another structural

property of the image of the geometric RSK with independent weights dn;k : the rows
of the array z.n/ form a Markov chain (indexed from top to bottom) with respect to
adding columns to the weight matrix d . For this purpose, let us denote z D z.n� 1/
and Qz D z.n/. We begin at the top of the array. The singleton top row (denoted by y)
of z is updated at time n by the transition kernel

P 1
� Œn�

.y; d Qy/D �.	n;1/
�1
�y1
Qy1

��n;1
exp

°
�
y1

Qy1

±d Qy1
Qy1
: (3.2)

This simply encodes Qy D dn;1y with dn;1 � ��1.	n;1/.
Now we move down along the rows of the array (recall zŒk�1
 D .zk�1;`/1�`�k�1

and likewise for QzŒk�1
). Given both the initial and updated row k�1, .zŒk�1
; QzŒk�1
/,
from (2.5) we read off the time n rule for updating row k from zŒk
 D .zk;`/1�`�k
to QzŒk
 D . Qzk;`/1�`�k . The new input weight is ak;1 D dn;k � ��1.	n;k/, and the
equations are
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Qzk;1 D ak;1.zk;1C Qzk�1;1/;

Qzk;` D
zk;`�1 Qzk�1;`�1

zk�1;`�1
�

zk;`C Qzk�1;`

zk;`�1C Qzk�1;`�1
for 2� `� k � 1; (3.3)

Qzk;k D
zk;kzk;k�1 Qzk�1;k�1

.zk;k�1C Qzk�1;k�1/zk�1;k�1
:

The equations in (3.3) above show that QzŒk
 is an explicit function of zŒk�1
,
zŒk
, QzŒk�1
 and the (random) weight ak;1. Taking the pushforward of the measure
on ak;1 under this function yields a probability distribution on QzŒk
, as a function of
.zŒk�1
; zŒk
; QzŒk�1
/. We denote this probability distribution by the stochastic kernel
Lk�n;k ..z

Œk�1
; zŒk
I QzŒk�1
/; d QzŒk
/ from Yk�1 � Yk � Yk�1 into Yk . Explicitly it is
given as follows in terms of its integral against a bounded Borel test function g on
Yk :Z

.0;1/k
g. Qy/Lk�n;k

�
.x; yI Qx/; d Qy

�
D

Z
.0;1/

d Qy1

Qy1
�.	n;k/

�1
�y1C Qx1
Qy1

��n;k
exp

°
�
y1C Qx1

Qy1

±
� g

�
Qy1;
°y`�1 Qx`�1

x`�1
�

y`C Qx`

y`�1C Qx`�1

±
2�`�k�1

;
ykyk�1 Qxk�1

xk�1.yk�1C Qxk�1/

�
: (3.4)

Now we can write down the kernel for the evolution of the array. The kernel
…N
� Œn�

.z; d Qz/ for the transition from z D z.n � 1/ to Qz D z.n/ on the space TN is

defined inductively on N . For N D 1, set …1
� Œn�
D P 1

� Œn�
, and for N � 2, set

…N
� Œn�

.zŒ1;N 
; d QzŒ1;N 
/

D…N�1
� Œn�

.zŒ1;N�1
; d QzŒ1;N�1
/LN�n;N

�
.zŒN�1
; zŒN 
I QzŒN�1
/; d QzŒN 


�
: (3.5)

3.1. Intertwining relation
Let us first recall a well-known criterion for a function of a Markov chain to retain
the Markov property (see, e.g., [51]). Consider a measurable transformation � W T !
S where .T;T / and .S;S/ are measurable spaces. Given Markov transition kernels
…n on T , one forms a Markov process z.n/ which has a given initial distribution
z.0/ and transitions between z.n � 1/ to z.n/ via …n. The process ¹z.n/ºn�0 is
Markovian with respect to its own filtration. The question is, under what conditions
is y.n/D �.z.n// Markovian under its own filtration �¹y.0/; : : : ; y.n/º, and what is
the associated transition kernel NPn W S! S?

In order to answer this question,we introduce an intertwining kernel NK W S! T .
(The reason NP and NK have bars is that one often initially deals with unnormalized
kernels and then normalizes them to be probability measures in their second variable.)



530 CORWIN, O’CONNELL, SEPPÄLÄINEN, and ZYGOURAS

PROPOSITION 3.3
Assume that there exist NPn and NK (which does not depend on n) satisfying
(1) for all y 2 S , NK.y;��1.y//D 1,
(2) for all n, NK…n D NPn NK .
Then, for any initial (possibly random) state y0 2 S , if one initializes the Markov
chain z.n/ with z.0/ distributed according to the measure NK.y0; �/, one has the fol-
lowing properties.
(i) For all y 2 S and all bounded Borel functions f on T ,

E
�
f
�
z.n/

� ˇ̌
y.0/; : : : ; y.n� 1/; y.n/D y

�
D . NKf /.y/:

(ii) The process y.n/D �.z.n// is Markov in its own filtration �¹y.0/; : : : ; y.n/º
with transition kernel NPn.

Return to geometric RSK with the solvable inverse-gamma weight matrix. Take
T above to be TN and S to be YN . Let � W TN !YN project z 2 TN onto its bottom
row. It is easier to first introduce unnormalized kernels and prove intertwining, and
then to normalize them to apply the above results.

Define a time n positive kernel on YN by

PN
� Œn�

.y; d Qy/D

N�1Y
iD1

exp
°
�
QyiC1

yi

± NY
jD1

�
�.	n;j /

�1
�yj
Qyj

��n;j
exp

°
�
yj

Qyj

±d Qyj
Qyj

�
:

(3.6)

Define a positive intertwining kernel from YN to TN by

KN� .y; dz/

D
Y

1�`�k<N

� zk;`

zkC1;`

��kC1��`
exp

�
�
zk;`

zkC1;`
�
zkC1;`C1

zk;`

�dzk;`
zk;`

NY
`D1

ıy`.dzN`/;

(3.7)

where ıy.dzij / is the Dirac delta measure at y and where K1
�1

is the identity kernel.

Observe that KN
�

only depends on the column parameters � which do not change

with the time index n. Definition 3.2 stipulated the form 	i;j D O�i C �j for the solv-
able parameter matrix in order to make the intertwining work. The intertwining itself
does also work with a time-dependent K-kernel. But in our case computations reveal
that application of Proposition 3.3 requires a time-independent K , and we are not
permitted any more general .	i;j /.
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For N D 1, P 1
� Œn�

is a stochastic kernel (i.e., normalized to have measure 1) and

represents the update Qz1;1 D a1;1z1;1. But for N � 2, PN
� Œn�

is substochastic. This is
evident because the second product is the stochastic kernel of independent inverse-
gamma distributed multiplicative jumps, while the first product is a killing potential.
A Doob h-transform (or ground-state transform) will suffice to renormalize this kernel
as well as the intertwining kernel.

The main algebraic content of the integrability or solvability of geometric RSK
is the following.

PROPOSITION 3.4
The following intertwining relation holds at all times n� 1:

PN
� Œn�

KN� DK
N
� …

N
� Œn�

; (3.8)

where both sides are operators from YN to TN .

This is proved in Section 5.1.

Remark 3.5
The preceding Proposition 3.4, along with the existence of the kernels PN

� Œn�
and KN

�
,

is the key to the main argument of this paper. A priori, the existence of such kernels is
not guaranteed. The inspiration behind finding these kernels came from the related
work [44] (in which the kernel KN

�
also appears and plays a similarly important

role) as well as earlier work in which analogous results were obtained in the con-
text of the usual RSK correspondence (see [9], [10], [42], [43]; see also Section 3.4
below). In the context of the RSK correspondence with geometric or exponentially
distributed weights, the kernel KN

�
.y; dz/ is replaced by the indicator function over

Gelfand–Tsetlin patterns (interlacing triangular arrays) z with bottom row y, with an
exponential factor depending on the type of the pattern; and the kernel PN

� Œn�
.y; d Qy/

is replaced by the substochastic kernel of independent geometrically or exponentially
distributed additive jumps from y to Qy subject to the constraint that Qy is interlaced
with y.

The kernels above are not normalized. However, using the intertwining relation it
is now simple to determine the necessary normalizing functions. For y 2YN , define

wN� .y/D

Z
TN

KN� .y; dz/: (3.9)

Integrating the intertwining (3.8) yields the eigenfunction relation

PN
� Œn�

wN� Dw
N
� : (3.10)
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Thus we can define a stochastic kernel on YN by

NPN
� Œn�

.y; d Qy/D
wN
�
. Qy/

wN
�
.y/

PN
� Œn�

.y; d Qy/ (3.11)

and from YN to TN by

NKN� .y; dz/D
1

wN
�
.y/

KN� .y; dz/: (3.12)

The kernel NKN
�
.y; dz/ should be interpreted as the distribution of the pattern in TN

conditioned on the bottom row zŒN 
 being equal to y. From the previous proposition
we get the following.

COROLLARY 3.6
The following intertwining relation holds at all times n� 1:

NPN
� Œn�
NKN� D

NKN� …
N
� Œn�

; (3.13)

where both sides are operators from YN to TN .

3.2. Whittaker functions
For the next stage, note that the kernels above remain perfectly well defined if we
allow parameter vector � to be complex. The probabilistic meanings are lost but the
intertwining continues to work. For y 2 .0;1/N and � 2CN , define

MN
� .y; dz/D

NY
iD1

y
��i
i KN� .y; dz/ (3.14)

and

‰N� .y/D

Z
TN

MN
� .y; dz/D

NY
iD1

y
��i
i wN� .y/: (3.15)

The functions ‰N
�

, well defined for any � 2 CN , are class-one GL.N;R/-Whittaker
functions (in multiplicative variables). They arise in various contexts: they are eigen-
functions of the quantum Toda lattice (when expressed in additive variables xi D
logyi ) and can be represented as particular matrix elements of infinite-dimensional
representations of gl.N / (see [35]); they also arise in the harmonic analysis of auto-
morphic forms on GL.N;R/ (see [15]). The integral representation (3.15) is due to
Givental [28]. It is known by [32] that the integral transform

Of .�/D

Z
.0;1/N

NY
iD1

dyi

yi
f .y/‰N� .y/ (3.16)
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defines an isometry of L2..0;1/N ;
Q
i dyi=yi / onto Lsym

2 .�RN ; sN .�/d�/, where
L

sym
2 is the space of L2 functions which are symmetric in their variables, where �D
p
�1 is the imaginary unit, and where

sN .�/D
1

.2��/NNŠ

Y
j¤k

�.�j � �k/
�1: (3.17)

The inversion formula is

Lg.y/D

Z
�RN

g.�/‰N
�
.y/sN .�/d�: (3.18)

In particular, the Plancherel formulaZ
.0;1/N

f .y/g.y/

NY
iD1

dyi

yi
D

Z
�RN

Of .�/ Og.�/sN .�/d� (3.19)

holds for functions f;g 2L2..0;1/N ;
Q
dyi=yi /.

We also have the Whittaker integral identity (see [16], [27], [57]), for s > 0 and
�; � 2CN ,Z

.0;1/N
e�sy1‰N� .y/‰

N
� .y/

NY
iD1

dyi

yi
D s

P
.�iC�i /

Y
i;j

�.��i � �j /: (3.20)

Using ‰� .y/D‰�� .y0/, where y0i D y
�1
N�iC1, this is equivalent to

Z
.0;1/N

e�sy
�1
N ‰N� .y/‰

N
� .y/

NY
iD1

dyi

yi
D s�

P
.�iC�i /

Y
i;j

�.�i C �j /: (3.21)

Note that if, for z 2 TN , we define xi .z/ by

kY
iD1

xi .z/D

kY
iD1

zk;i ; k D 1; : : : ;N;

then

MN
� .y; dz/D

NY
iD1

xi .z/
��iMN .y; dz/; (3.22)

where

MN .y; dz/D
Y

1�`�k<N

exp
�
�
zk;`

zkC1;`
�
zkC1;`C1

zk;`

�dzk;`
zk;`

NY
`D1

ıy`.dzN`/: (3.23)
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For n � 0 and i D 1; : : : ;N , write xi .n/D xi .z.n//. Then xi .n/ is a multiplicative
random walk:

xi .n/D
� nY
mD1

dm;i

�
xi .0/: (3.24)

3.3. Main theorems
We are prepared to state the two main theorems of this article, which are proved in
Sections 5.2 and 5.3, respectively. The first result is concerned with the solvability of
the � projection of the z.n/ Markov chain corresponding to the recursive system in
equation (2.5).

THEOREM 3.7
Fix a solvable inverse-gamma weight matrix defined in terms of parameters . O�m Wm�
1/ and .�j W 1 � j � N/, and assume (without loss of generality) that �j < 0 < O�m
for all j;m. Let y.0/ be a random or deterministic initial state in YN , and let the
initial distribution of z.0/ be NKN

�
.y.0/; �/. Then we have the following.

(i) The sequence of random variables y.n/D �.z.n//; n� 0 is a Markov chain
with respect to its own filtration, with state space YN , initial state y.0/, and
time n transition kernel NPN

� Œn�
.

(ii) For a bounded Borel function f on TN and with y 2YN , we have

E
�
f
�
z.n/

� ˇ̌
y.0/; : : : ; y.n� 1/; y.n/D y

�
D

Z
TN

NKN� .y; dz/f .z/: (3.25)

(iii) For � 2CN , we have

E
h NY
iD1

xi .n/
��i

ˇ̌̌
y.0/; : : : ; y.n� 1/; y.n/D y

i
D
‰N
�C�

.y/

‰N
�
.y/

: (3.26)

(iv) For an initial state y0 2 YN and time � 1, let �Nn .y
0; dy/ denote the proba-

bility distribution of the time-n state y.n/. Then for all � 2 �RN , we haveZ
.0;1/N

‰N
�
.y/

‰N
�
.y/

�Nn .y
0; dy/

D
‰N
�
.y0/

‰N
�
.y0/

nY
mD1

NY
iD1

�. O�mC �i /

�.�i C O�m/
: (3.27)

Moreover, for any continuous, compactly supported function f on .0;1/N ,
we have
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R
N
C

f .y/�Nn .y
0; dy/

D

Z
�RN

d�sN .�/
‰N
�
.y0/

‰N
�
.y0/

�Z
R
N
C

f .y/‰N� .y/‰
N
��.y/

Y
i

dyi

yi

�

�

nY
mD1

NY
iD1

�. O�mC �i /

�.�i C O�m/
: (3.28)

Remark 3.8
Note that, given item (i) of the above theorem, (3.27) shows that one may diagonalize
the transition kernel via the eigenfunction equation

NPN
� Œn�

‰N
�

‰N
�

D
� NY
jD1

�. O�nC �j /

�.�j C O�n/

�‰N
�

‰N
�

; (3.29)

which can also be seen directly from the intertwining relation (3.8) (see also (3.10)).
By applying the completeness relation resulting from the L2 isometry, this identity
characterizes the transition kernel.

Next we specialize the above result to the Markov chain y.n/ that comes from
the evolving shape of the geometric RSK array Pn;N .d Œ1;n
/ of (2.10). This is the case
of the empty initial array. We can capture this situation by taking a somewhat delicate
limit of the initial state y0. This is our second main result.

THEOREM 3.9
Fix a solvable inverse-gamma weight matrix defined in terms of parameters . O�m Wm�
1/ and .�j W 1 � j � N/, and assume (without loss of generality) that �j < 0 < O�m
for all j;m.

Consider the array �D .�k;`/1�`�k�N with

�k D .�k;`/1�`�k D
�k � 1

2
;
k � 1

2
� 1; : : : ;�

k � 1

2

�
; (3.30)

for 1� k �N . Let y0;M D .e�M�N;`/1�`�N and let n�N . We have the following.
(i) As M !1, the probability distribution �Nn .y

0;M ; dy/ converges weakly to
a distribution �Nn .dy/ characterized byZ

R
N
C

f .y/�Nn .dy/

D

Z
�RN

d�sN .�/
�Z

R
N
C

f .y/‰� .y/‰��.y/
Y
i

dyi

yi

�
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�

nY
mD1

NY
iD1

�. O�mC �i /

�.�i C O�m/
;

for any continuous, compactly supported function f on .0;1/N .
(ii) The Laplace transform of the projection of �Nn .dy/ on the first coordinate is

given byZ
.0;1/N

e�sy1�Nn .dy/

D

Z
�RN

d�s
PN
iD1.�i��i /

Y
1�i;j�N

�.�i � �j /

nY
mD1

NY
iD1

�.�i C O�m/

�.�i C O�m/
sN .�/;

(3.31)

where the poles of the functions �.�i � �j / and �.�i C O�m/ are not encoun-

tered due to the assumed condition that O�m > 0 for all m and �j < 0 for all j .
(iii) The measure �Nn .dy/ is the distribution of the bottom row y.n/, given that

the process begins with the empty array. In particular, the distribution of
the partition function zN;1.n/ D

P
�2…1

n;N
wt.�/ is the marginal distribu-

tion of �Nn .dy/ on the first coordinate y1, and hence uniquely characterized
by (3.31).

(iv) The distribution of Pn;N .d Œ1;n
/ is the measure in dz given byZ
�Nn .dy/

NKN� .y; dz/:

(v) When nDN , we have the following simplification:

�NN .dy/D

NY
mD1

NY
iD1

�.�i C O�m/
�1e�y

�1
N ‰� .y/‰ O� .y/

NY
iD1

dyi

yi
:

In particular, for s > 0,Z
.0;1/N

e�sy
�1
N �NN .dy/D .1C s/

�
PN
iD1.�iC

O�i /;

that is, the random variable zN;N .N / is inverse-gamma distributed with param-
eter

PN
iD1.�i C

O�i /.

The distribution of zN;N .N / can also be seen from (2.9).
Observe that the condition of n�N is not restrictive when it comes to comput-

ing the Laplace transform in item (ii) of the preceding Theorem 3.9. Indeed, if one
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wishes to compute the Laplace transform for n < N , then it suffices to transpose the
parameter matrix and switch the role of n and N . The distribution of the coordinate
y1 is unchanged by this procedure, and now the above corollary applies.

3.4. Pitman’s 2M �X theorem
Theorem 3.7 can be regarded as a variant of Pitman’s 2M �X theorem, which states
that, ifXt is a standard 1-dimensional Brownian motion and ifMt Dmaxs�t Xs , then
2Mt � Xt is a 3-dimensional Bessel process. This theorem has vast generalizations
(see [5], [9], [10], [14], [24], [34], [38], [41]–[44], [48]), many of which have been
obtained via various analogues to the Burke property discussed in Remark 3.11. All of
these can be regarded as variations of the statement that the stochastic evolution of the
shape of the tableaux, obtained when applying variants of the RSK algorithm to ran-
dom input data, has the Markov property. The first geometric or positive temperature
version of this statement was discovered by Matsumoto and Yor in [38, Theorem 5],
who showed that, for Xt as above, the process log

R t
0
e2Xs�Xt ds; t > 0 is a diffusion

on R with infinitesimal generator given by

1

2

d2

dx2
C
� d
dx

logK0.e
�x/

� d
dx
;

where K0 is the Macdonald function (with index 0). A multidimensional version of
this theorem of Matsumoto and Yor is given in [44, Theorem 3.1], which can be
regarded as a particular specialization (scaling limit) of the main result in the present
paper. It is also proved via an intertwining relation and is closely related to the quan-
tum Toda lattice. The corresponding directed polymer model is defined on the semi-
lattice Z�R. Both models feature the GL.N;R/-Whittaker functions in an essential
way; the relation between them is analogous to the relation between the Gaussian and
Laguerre unitary ensembles in random matrix theory.

3.5. Invariant distributions
The Markov process defined by row insertion with a solvable inverse-gamma param-
eter matrix turns out to have nice invariant distributions. The z-array itself cannot
have an invariant distribution; for example, z1;1.n/D dn;1 � � �d1;1z1;1.0/ evolves as a
multiplicative random walk. Instead, we look at ratios of z-values.

Fix N � 1. For an array z 2 TN , define the array D .k`/1�`<k�N of ratios by

k;` D
zk;`

zk�1;`
; 1� ` < k �N:

Thus the Markov process z.n/ then defines here another random process .n/ D
.k`.n//1�`<k�N by k;`.n/D zk;`.n/=zk�1;`.n/. Denote again diagonals by `.n/D
.k`.n//`<k�N for 1� ` < N . This new process .n/ will also be a Markov chain.
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THEOREM 3.10
Let z.n/ evolve on the space TN according to the Markovian dynamics governed by
a solvable inverse-gamma weight matrix with parameters 	i;j D O�i C �j , as specified
by the transition kernels in (3.5).
(a) The process .n/ is a Markov chain in its own filtration.
(b) Let 1 � j < N . Assume that �1 < �2 < � � � < �j < min¹�jC1; : : : ; �N º. Then

the process .1.n/; : : : ; j .n// has an invariant distribution where the vari-
ables ¹k` W 1 � ` � j; ` < k � N º are independent with marginal distribu-
tions k` � ��1.�k � �`/. If the process is started with this distribution, then
the following statement holds for all times n� 1: the variables ¹k`.n/ W 1�
`� j; ` < k �N º [ ¹zN`.m/=zN`.m� 1/ W 1�m� n; 1� `� j º are inde-
pendent with marginals k`.n/ � ��1.�k � �`/ and zN`.m/=zN`.m � 1/ �
��1. O�mC �`/.

Remark 3.11
Theorem 3.10 is an extension of a result of [55] for the directed polymer with inverse-
gamma weights. This could be called a Burke property by analogy with the Burke
theorem (also known as the output theorem) of M=M=1 queues. According to the
Burke theorem, for a reversible queue the number of customers in the system at time
t is independent of the departure process up to time t . This notion has an analogy in
models with random weight matrices, and it has been used in the past to derive exact
limit shapes (see [53], [54]) and fluctuation exponents (see [3], [4], [17]). In fact,
it was this property that led us to investigate the solvability of geometric RSK for
inverse-gamma weight matrices. The analogous Burke property was found earlier in
the Brownian polymer model (see [47]) and was used to derive fluctuation exponents
for that model in [56].

Theorem 3.10 is proved via (2.4) in a way that represents a transition of the
Markov process z.n/ in terms of a sequence of geometric row insertions. For this
purpose, we reformulate the row insertion step in terms of the ratios. In Definition 2.1
with fixed 1 � ` < N , the inputs of the row insertion were � D .�`; : : : ; �N / and
b D .b`; : : : ; bN /, and the outputs were � 0 D .� 0

`
; : : : ; � 0N / and b0 D .b0

`C1
; : : : ; b0N /.

Define now k D �k=�k�1 and 0
k
D � 0

k
=� 0
k�1

for ` < k � N , and also auxiliary
variables �k D � 0k=�k for ` � k � N . The words are  D .`C1; : : : ; N / and 0 D
.0
`C1

; : : : ; 0N /.

LEMMA 3.12
Fix integers 1� `�N . In terms of the new variables, geometric row insertion trans-
forms .; b/ into .0; b0/ via the following equations. First set �` D b`, and then induc-
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tively for k D `C 1; : : : ;N , set

0k D bk

�
1C

k

�k�1

�
; �k D bk

�
1C

�k�1

k

�
; and

b0k D
� 1

�k�1
C

1

k

��1
:

(3.32)

The next lemma describes the row insertion step with random input.

LEMMA 3.13
Fix integers 1 � ` < N . Let ˛`C1; : : : ; ˛N , ˇ`; : : : ; ˇN be positive real numbers that
satisfy ˇk D ˇ`C˛k for ` < k �N . Assume that the random variables ¹k W ` < k �
N º [ ¹bk W ` � k � N º are independent with marginal distributions k � ��1.˛k/
and bk � ��1.ˇk/. Then the random variables ¹0

k
; b0
k
W ` < k �N º [ ¹�N º are also

independent with marginal distributions 0
k
� ��1.˛k/, b0k � �

�1.ˇk/, and �N �
��1.ˇ`/.

Proof
From the assumptions and by definition, �` D b` � ��1.ˇ`/, and this variable is inde-
pendent of ¹`C1; : : : , N ; b`C1; : : : ; bN º. Use equations (3.32) to prove, inductively
on m D ` C 1; : : : ;N , that random variables ¹0

`C1
; : : : ; 0m; b

0
`C1

; : : : ; b0m; �mº are
independent, independent of ¹mC1; : : : , N ; bmC1; : : : ; bN º, and that their marginal
distributions are 0

k
� ��1.˛k/, b0k � �

�1.ˇk/, and �m � ��1.ˇ`/. An induction
step is achieved by applying (3.32) to the triple .�m; mC1; bmC1/ to produce the new
triple .�mC1; 0mC1; b

0
mC1/. Note that the parameter of �m does not change with m.

The case mDN gives the lemma.

Proof of Theorem 3.10
We prove (a) and (b) in turn.

(a) That .n/ is itself a Markov process follows from the fact that from (3.32) we
can build autonomous equations for this evolution.

(b) It suffices to show that the last claim is preserved by a step of the evolution.
Consider the time n transition from state D .n� 1/ to state 0 D .n/. The input
weights are a1 D .a11; : : : ; aN1/ D d Œn
 D .dn;1; : : : ; dn;N / with dn;k � ��1.	n;k/,
and this also defines the first diagonal a1 of the auxiliary array in Definition 2.2.
Assume that the variables ¹k` W 1 � ` � j; ` < k � N º [ ¹zN`.m/=zN`.m � 1/ W
1 �m � n � 1; 1 � ` � j º are independent with marginals k` � ��1.�k � �`/ and
zN`.m/=zN`.m � 1/� �

�1. O�m C �`/. Let �N` D zN`.n/=zN`.n � 1/ denote ratios
defined along the transition process.

We prove the following statement inductively over `D 1; : : : ; j .
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The variables ¹01; : : : ; 
0
`; a`C1; �N1; : : : ; �N`º are independent and

independent of ¹`C1; : : : ; j º [
®
zNi .m/=zNi .m� 1/ W 1�m� n� 1; 1� i � j

¯
,

and they have marginals 0ki � �
�1.�k � �i /, ak;`C1 � �

�1. O�nC �k/ and

�Ni � �
�1. O�nC �i /. (3.33)

The case `D j completes the proof.
In the first row insertion step apply Lemma 3.13 with ` D 1 and inputs 1 D

.2;1; : : : ; N;1/ and b D .a11; : : : ; aN1/. Now ˛k D �k��1 and ˇk D 	n;k D O�nC�k .
According to the lemma, the outputs 01 D .

0
2;1; : : : ; 

0
N;1/, b

0 D a2 D .a22; : : : ; aN2/,
and �N1 are independent and they have the correct marginal distributions: 0

k;1
�

��1.�k � �1/, ak2 � ��1. O�n C �k/, and �N1 � ��1. O�n C �1/. This gives (3.33) for
`D 1.

In the general step, assuming (3.33) for ` � 1, Lemma 3.13 is applied to inputs
` and a`, with ˛k D �k � �` and ˇk D 	n;k D O�n C �k . The outputs 0

`
, a`C1, �N;`

have the right properties and the validity of (3.33) is extended to `.

4. Degenerations to known results
We detail rescalings of the inverse-gamma polymer which recover known results.

4.1. Directed last passage percolation and the Laguerre unitary ensemble
Fix a solvable parameter matrix 	 D .	i;j > 0 W i � 1; 1 � j � N/ such that 	i;j D
O�i C �j . Consider a family (indexed by " > 0) of solvable inverse-gamma weight
matrices d " D .d "i;j W i � 1; 1� j �N/ such that the entries are independent random
variables and such that d "i;j � �

�1."	i;j /. Keeping track of the ", write z"
k;`
.n/ as

the elements of z".n/—the image of the weight matrix .d "i;j W 1� i � n; 1� j �N/
under the geometric RSK correspondence. Write F ".n/D .F "

k;`
.n/ W 1� `� k �N/,

where F "
k;`
.n/D " logz"

k;`
.n/.

With respect to the same solvable parameter matrix, consider a weight matrix
wD .wi;j W i � 1; 1� j �N/ such that the entries are independent random variables
and such that wi;j Exp.	i;j / (an exponential random variable with rate 	i;j , or equiv-
alently mean .	i;j /�1). The classical RSK correspondence maps the weight matrix w
to a pair of Young tableaux .P;Q/ and is defined analogously but with the .C;�/
algebra replaced by .max;C/. We focus on the P -tableaux and writing it in terms of
a Gelfand–Tsetlin pattern (a triangular array with interlacing). Recall the notation for
nonintersecting paths…`

n;k
from Section 2. The weight of an `-tuple � of paths is now

Qwt.�/D
X̀
rD1

X
.i;j /2�r

wi;j : (4.1)
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Define an array L.n/D ¹Lk;l.n/ W 1� k �N;1� l � k ^ nº by

Lk;1.n/C � � � CLk;`.n/D max
�2…`

n;k

Qwt.�/: (4.2)

The array L.n/ is the Gelfand–Tsetlin pattern version of the P -tableau of the image
of .wi;j W 1� i � n; 1� j �N/ under the RSK correspondence. As in the case of the
geometric RSK correspondence, when n <N it is necessary to leave some entries of
L.n/ undefined, or populate them with singular values (see Remark 2.4).

PROPOSITION 4.1
The n-indexed process .F ".n//n�0 converges in law, as "! 0, to the n-indexed pro-
cess .L.n//n�0.

Proof
This hinges on two observations. The first is that as " goes to zero, " logd "i;j converges
in distribution to wi;j . Hence by independence the whole array ¹" logd "i;j º converges
in distribution to w and (by the continuous mapping theorem) the random vectors

�X̀
rD1

X
.i;j /2�r

" logd "i;j
�
�2…`

n;k
;1�`�k�N

H)
�X̀
rD1

X
.i;j /2�r

wi;j

�
�2…`

n;k
;1�`�k�N

:

(4.3)

The second observation is that on R
m, the function f".x/ D " log

Pm
iD1 e

xi=" con-
verges uniformly, as "! 0, to the function f0.x/D max.xi W 1 � i � m/. The pro-
cess .F ".n//n�0 is formed by applying an array of functions of the type f" to the
elements of the vector on the left-hand side of (4.3). Combining the uniform con-
vergence of functions of this type with the convergence in distribution in (4.3), the
claimed convergence of the processes follows.

It is worth noting that in the above limit we only recover the directed last passage
percolation model with exponentially distributed weights, and not the model with geo-
metric distribution studied in [30]. Since our log-gamma distributions are continuous,
it does not seem possible to recover the discrete geometric distribution (but rather just
their continuous exponential counterparts).

Let us now briefly recall the connections between bottom row of L.n/ and the
eigenvalues of the Laguerre unitary ensemble (LUE). Consider an array .Ai;j W 1 �
i �N;j � 1/ of independent complex zero-mean Gaussian distributed random vari-
ables with variance .	j;i /�1. We have changed the order of i and j since we now
set A.n/ D .Ai;j W 1 � i � N;1 � j � n/ and treat A.n/ as a matrix with (row,
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column) notation. Set M.n/D A.n/A.n/� the N � N generalized Wishart random
matrix, and define for each n, a vector of ordered (largest to smallest) eigenvalues of
M.n/: �.n/D .�1.n/; : : : ; �N .n//.

When 	i;j D 1 for all i; j , Johansson [30] showed that for fixed n, �1.n/
.d/
D

LN;1.n/. This was strengthened by [23] to show that, for the same parameters as in

[30] and for n � N fixed, the vector .�i .n//NiD1
.d/
D .LN;i .n//

N
iD1. In [21] and [26],

equality in law was shown for the processes .�1.n//n�1 and .LN;1.n//n�1.
Turning to the general case for the parameters 	i;j , [13] proved that for n fixed,

�1.n/
.d/
D LN;1.n/ and conjectured equality of the corresponding processes in n. This

was then proved in [22, Theorem 1.1], whose methods (combining Theorem 3.1 and
Lemma 4.1) show equality in law of the process .�.n//n�1 and .LN .n//n�1, where
LN .n/D .LN;i .n//

N
iD1 and where only nonzero eigenvalues/nonsingular entries of L

are considered.
Combining Proposition 4.1 with the above discussion, one sees that the logarithm

of the bottom row of the image of a solvable weight matrix under the geometric RSK
correspondence is analogous to the eigenvalues of the LUE ensemble. This connection
can be seen from the integral formulas we have derived in item (i) of Theorem 3.9. We
perform pointwise asymptotics to demonstrate this connection we have proved above.
Performing the change of variables to that formula given by yi 7! e"

�1xi , � 7! "� and
� 7! "�, we find that the measure for .F "

N;`
.n//N

`D1
D .x1; : : : ; xN / is given by

NY
iD1

"�1 dxi‰
N
"� .e

"�1x/

Z
�RN

"Nd�‰N".��/.e
"�1x/

nY
mD1

NY
iD1

�.". O�mC �i //

�.".�i C O�m//
sN ."�/:

We may now evaluate the "! 0 asymptotics: for the Gamma functions, we
employ the expansion near zero; for the measure sN , we employ the Euler gamma
reflection formula; for the Whittaker functions, we can write the Whittaker functions
in additive variables (and perform a sign change)  N

�
.x/D ‰N

��
.ex/, and then use

the fact (from [44, (16)]) to see that

lim
"!0

".N
2�N/=2 N"�."

�1x/D Q N� .x/

D Q N�1;:::;�N .x/D .�1/
.N2�N/=2

det.e�ixj /Ni;jD1
h.�/

;

where h.�/D
Q
1�i<j�N .�j � �i / is the Vandermonde determinant.

The expansion of the gamma function near zero shows that as " goes to zero,

nY
mD1

NY
iD1

�.". O�mC �i //

�.".�i C O�m//
!

nY
mD1

NY
iD1

�i C O�m

O�mC �i
:
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Likewise, the Euler gamma reflection formula and the fact that sin.�x/=.�x/!
1 as x! 0 yields

"�N
2CN sN ."�/!

1

.2��/NNŠ
.�1/.N

2�N/=2h.�/2;

where h.�/D
Q
1�i<j�N .�j � �i / is the Vandermonde determinant.

Putting these asymptotics together, we have that the limit of our measure is given
by

NY
iD1

dxi
det.e��ixj /Ni;jD1

h.�/

1

.2�i/NNŠ

Z
�RN

d�det.e�ixj /Ni;jD1h.�/
nY

mD1

NY
iD1

�i C O�m

O�mC �i
:

For simplicity let us assume that N D n. Then this can be rewritten as

1

ZN;N
det.e��ixj /Ni;jD1D.x; O�/

NY
iD1

dxi

where we have

D.x; O�/D
1

.2�i/NNŠ

Z
d�det.e�ixj /Ni;jD1h. O�/h.�/

NY
mD1

NY
iD1

1

O�mC �i
;

where the integrals are along lines parallel to the imaginary axis and to the right of
the poles, and where

ZN;N D
h.�/h. O�/QN

i;mD1.�i C
O�m/
D det

� 1

�i C O�j

�N
i;jD1

:

An application of the residue theorem provides that

D.x; O�/D det.e�
O�ixj /Ni;jD1

NY
iD1

1xi�0;

and hence our measure is simply

1

ZN;N
det.e��ixj /Ni;jD1 det.e�

O�ixj /Ni;jD1

NY
iD1

dxi1xi�0

which coincides exactly with the formula given directly for last passage percolation
and for the generalized Wishart ensemble in [13].
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4.2. Semidiscrete directed polymer in a Brownian environment
We will now indicate how an appropriate scaling of the solvable parameter matrix
.	i;j / can be used to recover the semidiscrete directed polymer in a Brownian envi-
ronment studied in [39], [44], [47], [56], as a scaling limit of zN1.n/. In particular,
we will consider the weight matrix .dij / with solvable parameter matrix 	ij D n, and
we will let n tend to infinity. We would first need some facts about the digamma and
the trigamma functions, which are defined as

‰0.�/D
d

d�
log�.�/ and ‰1.�/D

d2

d�2
log�.�/: (4.4)

In particular, for � large, we have

‰0.�/D log� �
1

2�
C o

� 1
�

�
; ‰1.�/D

1

�
C o

� 1
�

�
: (4.5)

We also notice that, for an inverse-gamma random variable d with parameter � , it
holds that

‰0.�/D�EŒlogd
 and ‰1.�/DVar.logd/:

We write logzN1.n/ in terms of the weights dij independent, identically distributed
(iid) inverse-gamma random variables with parameter n) as

logzN1.n/

D log
X

1�i1�����iNDn

exp
h NX
jD1

X
ij�1�i�ij

logdij
i

D logn�.N�1/
X

1�i1�����iNDn

exp
hp
n‰1.n/

NX
jD1

1
p
n

X
ij�1�i�ij

logdij C‰0.n/p
‰1.n/

i
C .N � 1/ logn� .nCN � 1/‰0.n/:

Using (4.5) we have n‰1.n/! 1 and .N �1/ logn�.nCN �1/‰0.n/D�n lognC
1=2C o.1/, as n tends to infinity. It is now an easy consequence of Donsker’s invari-
ance principle and the Riemann integral definition that

log
�
nnzN1.n/

�
�
1

2

H) log
Z
� � �

Z
0�t1�����tn�1�1

e
PN
iD1.B

i .ti /�B
i .ti�1// dt1 � � �dtn�1;

for n tending to infinity, with B i .�/ independent, standard Brownian motions. This is
the directed polymer model studied in [39], [44], [47], [56]. Along the same lines it
follows that the whole pattern .zk`.n// obeys similar scaling limits.
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5. Proof of main results

5.1. Proof of Proposition 3.4
We prove the intertwining relation (3.13) in two steps. We use induction on N to
show that (3.8) is valid. The inductive step will also reveal an inductive property of
the eigenfunctions wN

�
.

The case N D 1 in (3.8) is immediate since…1
� Œn�
D P 1

� Œn�
andK1

�1
is the identity

operator.
A supporting step of the proof is an intertwining that involves only two rows of

the array z. For this purpose introduce two further kernels for 2� k �N � n: a time
n kernel Rk

� Œn�
on Yk�1 �Yk by

Rk
� Œn�

�
.zk�1; zk/; d Qzk�1; d Qzk

�
D P k�1

� Œn�
.zk�1; d Qzk�1/Lk�n;k

�
.zk�1; zk I Qzk�1/; d Qzk

�
(5.1)

and a time-homogeneous kernel from Yk to Yk�1 by

ƒk� .y; dx/D
°k�1Y
`D1

�x`
y`

��k��`±

� exp
h
�

k�1X
`D1

�x`
y`
C
y`C1

x`

�i k�1Y
`D1

dx`

x`
: (5.2)

LEMMA 5.1
At every time n � 1 and for all y 2 YN , we have the following equality of measures
on YN�1 �YN , in terms of integration variables .dzN�1; dzN /:

PN
� Œn�

.y; dzN /ƒN� .z
N ; dzN�1/

D

Z
Ox2RN�1
C

ƒN� .y; d Ox/R
N
� Œn�

�
. Ox;y/; dzN�1; dzN

�
: (5.3)

With (5.2) we can give this alternative representation to the intertwining kernel
(3.7) from YN to TN :

KN� .y; dz/D ıy.dz
N /

N�2Y
jD0

ƒ
N�j

�
.zN�j ; dzN�j�1/: (5.4)

Postpone the proof of Lemma 5.1 for a moment. With (5.4) and Lemma 5.1, we can
complete the proof of Proposition 3.4 by checking the induction step. Assume (3.8)
for N � 1. We compute as follows:
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Qy2RN
C

PN
� Œn�

.y; d Qy/KN� . Qy;dz
1;N /

D PN
� Œn�

.y; dzN /

N�2Y
jD0

ƒ
N�j

�
.zN�j ; dzN�j�1/

by Lemma 5.1

D

Z
Ox2RN�1
C

ƒN� .y; d Ox/R
N
� Œn�

�
. Ox;y/; dzN�1; dzN

�N�2Y
jD1

ƒ
N�j

�
.zN�j ; dzN�j�1/

by definition of RN
� Œn�

D

Z
Ox2RN�1
C

ƒN� .y; d Ox/P
N�1
� Œn�

. Ox;dzN�1/

N�1Y
jD1

ƒ
N�j

�
.zN�j ; dzN�j�1/

�LN�n;N

�
. Ox;yI zN�1/; dzN

�
by definition of KN�1

�1WN�1
and the induction assumption

D

Z
Ox2RN�1
C

ƒN� .y; d Ox/

Z
Qz1;N�12TN�1

KN�1� . Ox;d Qz1;N�1/

�…N�1
� Œn�

. Qz1;N�1; dz1;N�1/

�LN�n;N

�
. Ox;yI zN�1/; dzN

�
by noting that QzN�1 D Ox under KN�1

�1WN�1
. Ox;d Qz1;N�1/, and by definition of …N

� Œn�

D

Z
Ox2RN�1
C

ƒN� .y; d Ox/

Z
Qz1;N�12TN�1

KN�1� . Ox;d Qz1;N�1/

�…N
� Œn�

�
. Qz1;N�1; y/; dz1;N

�
D

Z
Qz1;N2TN

KN� .y; d Qz
1;N /…N

� Œn�
. Qz1;N ; dz1;N /:

This checks (3.8) for N .

Proof of Lemma 5.1
Take a test function g on YN�1 �YN , and collect and rearrange all the factors in the
integral against the kernel on the right-hand side of (5.3):
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R
N�1
C

ƒN� .y; d Ox/

Z
R
N�1
C
�RN
C

RN
� Œn�

�
. Ox;y/; d Qx;d Qy

�
g. Qx; Qy/

D
° NY
jD1

�.	n;j /
�1
±Z

R
N�1
C
�RC

d Qx d Qy1

Z
R
N�1
C

d Ox

� exp
h
�

N�1X
`D1

� Ox`
y`
C
y`C1

Ox`
C
Ox`

Qx`

�
�

N�2X
`D1

Qx`C1

Ox`
�
y1C Qx1

Qy1

i

� .y1C Qx1/
�n;N Qy

��n;N�1
1 �

N�1Y
iD1

� Oxi
yi

��N��i
�

N�1Y
jD1

. Ox
�n;j�1

j Qx
��n;j�1

j /

� g
�
Qx; Qy1;

°y`�1 Qx`�1
Ox`�1

�
y`C Qx`

y`�1C Qx`�1

±
2�`�N�1

;
yNyN�1 QxN�1

OxN�1.yN�1C QxN�1/

�
:

Change variables in the inner integral from Ox to Qy2;N so that the g-integrand becomes
simply g. Qx; Qy/. Recall that 	n;j D �j C O�n. After matching up all the powers of the
variables, the integral above acquires the form° NY

jD1

�.	n;j /
�1
±Z

R
N�1
C
�RN
C

d Qx d Qy exp
h
�

N�1X
`D1

� Qy`C1
y`
C
Qy`C1

Qx`
C
Qx`

Qy`

�
�

NX
`D1

y`

Qy`

i

�

N�1Y
jD1

Qx
�N��j�1

j �

NY
jD1

.y
�n;j
j Qy

��n;N�1

j / � g. Qx; Qy/:

That this agrees with the integral coming from the left-hand side of (5.3) is just a
matter of substituting in the explicit formulas of the kernels. The proof of Lemma 5.1
is complete.

5.2. Proof of Theorem 3.7
Items (i) and (ii) follow immediately from consequences (ii) and (i), respectively, of
Proposition 3.3 when applied to NPN

� Œn�
, NKN

�
, and …N

� Œn�
. In order to apply Proposi-

tion 3.3, we must check two conditions. Condition (1) follows from Corollary 3.6 and
condition (2) follows from the definition (3.12) of NKN

�
.

Item (iii) follows from (3.26) setting f .z/D
QN
iD1 xi .z/

��i via the use of rela-
tions (3.14), (3.15), (3.22), (3.23):

1QN
iD1 y

��i
i wN

�
.y/

Z
TN

NY
iD1

xi .z/
��iMN

� .y; dz/

D
1

‰N
�
.y/

Z
TN

NY
iD1

xi .z/
��i��iMN .y; dz/D

‰N
�C�

.y/

‰N
�
.y/

:
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In fact, if the �i have nonzero real part, then f is not bounded. However if we set
fn.x/D f .x/1n�1�x�n, then the claimed formula follows from dominated conver-
gence and the fact that

R
TN

NKN
�
.y; dz/jf .z/j is bounded.

Item (iv)—which is also equation (3.27)—follows by integrating equation (3.26)
over �Nn .y

0; dy/ or using the intertwining relation (3.8) directly, as discussed in
Remark 3.8.

To deduce (3.28), we use the Plancherel formula (3.19). Let �Nn .y
0; y/ denote

the density of �Nn .y
0; dy/. It exists because �Nn .y

0; dy/ comes from composing ker-
nels with densities. Multiply both sides of (3.27) by

R
.0;1/N f .y/‰

N
�
.y/‰N

��
.y/�Q

i yi
�1dyi , integrate over �RN with respect to sN .�/d�, and use (3.19). The appli-

cation of the Plancherel identity is valid since f .y/‰N
�
.y/ is in L2..0;1/N ;Q

i dyi=yi / for f continuous and compactly supported on .0;1/N , and by the next
lemma.

LEMMA 5.2
Let 	i;j D O�i C �j > 0 be a solvable parameter matrix. Assume �j � O�i < 0 < O�i for
all i; j � 1. Then for all y0 2 .0;1/N and n� 1, the function

�Nn .y
0; y/

‰N
�
.y/

NY
iD1

yi (5.5)

is in L2..0;1/N ;
Q
i dyi=yi /.

Proof
Iterating definition (3.11) and using (3.15) gives

�Nn .y
0; y/

‰N
�
.y/

D
� NY
jD1

y
�j
j

�pNn .y0; y/
wN
�
.y0/

;

where pNn .y
0; y/ is the density of the n-fold composition of kernels PN

� Œ1�
.y0; dy1/;

: : : ;PN
� Œn�

.yn�1; dy/ from (3.6). Let

r˛.u; v/D �.˛/
�1
�u
v

�˛ e�u=v
v

; u; v 2 .0;1/;

denote the transition density of a multiplicative random walk on .0;1/ with ��1.˛/-
distributed steps, and let

Rn;j .u
0; un/D

Z
.0;1/n�1

nY
iD1

r�i;j .u
i�1; ui / dun�1 � � � du1
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denote the n-step transition density with parameters 	i;j from column j of our solv-
able matrix. By dropping the killing term from (3.6) and by an application of Jensen’s
inequality,

�
pNn .y

0; y/
�2
�

NY
jD1

�
Rn;j .y

0
j ; yj /

�2
�

NY
jD1

Z 1
0

Rn�1;j .y
0
j ; Qyj /

�
r�n;j . Qyj ; yj /

�2
d Qyj :

Put these together, noting that the integrals factor over .0;1/N :Z
.0;1/N

� NY
jD1

yj

���Nn .y0; y/
‰N
�
.y/

�2
dy

�
1

wN
�
.y0/2

NY
jD1

Z
.0;1/2

y
2�jC1

j Rn�1;j .y
0
j ; Qyj /

�
r�n;j . Qyj ; yj /

�2
dyj d Qyj

D
CN;n. O�

Œn
; �/

wN
�
.y0/2

NY
jD1

Z
.0;1/

Qy
2�j
j Rn�1;j .y

0
j ; Qyj / d Qyj

D
CN;n. O�

Œn
; �/

‰N
�
.y0/2

NY
jD1

n�1Y
iD1

EŒd
2�j
i;j 
 <1:

The first equality above integrates away the variables yj , and the finiteness of the
constant CN;n. O� Œn
; �/ depends on O�n > 0. The second equality uses the independence
of random walk steps. The finiteness of the expectations is equivalent to �j � O�i < 0.

5.3. Proof of Theorem 3.9
To prove item (i), set y0 D y0;M in (3.28). Asymptotic relation (20) in [44] gives
that, as M !1, the ratio ‰N

�
.y0;M /=‰N

�
.y0;M /! 1. Therefore, we only need to

demonstrate that the limit M !1 can be passed inside the integral. This follows
from dominated convergence sinceˇ̌̌‰N

�
.y0;M /

‰N
�
.y0;M /

ˇ̌̌
�
ˇ̌̌‰N0 .y0;M /
‰N
�
.y0;M /

ˇ̌̌
;

for � 2 �RN and the fact that the rest of the integrand is in L1.�RN ; sN .�/d�/. The
latter follows from the fact that

R
.0;1/N f .y/‰� .y/‰��.y/

Q
i dyi=yi 2 L

2.�RN ;
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sN .�/d�/, by the Plancherel isomorphism and the fact that f is bounded and com-
pactly supported, and

Q
m

Q
i �.
O�m C �i /=�.�i C O�m/ 2 L

2.�RN ; sN .�/d�/, for
n�N . Indeed, using the asymptotics

lim
x2!1

ˇ̌
�.x1C �x2/

ˇ̌
e.�=2/jx2jjx2j

.1=2/�x1 D
p
2�; x1; x2 2R

it follows thatˇ̌̌ nY
mD1

NY
iD1

�. O�mC �i /

�.�i C O�m/

ˇ̌̌2
sN .�/� e

��n
PN
iD1 j�i jC

�
2

P
1�i¤j�N j�i��j j

� e��n
PN
iD1 j�i jC�.N�1/

PN
iD1 j�i j;

which decays exponentially when n�N .
Item (ii) follows from the Whittaker integral identity (3.20)Z

.0;1/N
e�sy1‰� .y/‰��.y/

Y
i

dyi

yi

D s
P
.��iC�j /

Y
i;j

�.�i � �j / 2L
2
�
�RN ; sN .�/d�

�
:

We can now repeat the argument used in the proof of item (i), using the function
f .y/D e�sy1 (instead of a compactly supported f ).

To prove item (iii), we show in Proposition 5.3 below a more general statement:
the entire array z.n/ converges in distribution, as M !1, to the one defined by the
path configurations, noting that this statement can make sense only for the portion of
the array constructed by time n.

Let P z denote the probability distribution of the process z.�/ when the initial
state is z.0/D z 2 TN , and let Ez denote expectation under P z . Let us also use the
notation E; when the array starts empty, in which case at time n only the portion
¹zk`.n/ W 1 � k � N;1 � ` � k ^ nº of the array has been defined. Recall y0;M D
.e�M�N;`/1�`�N with � from (3.30).

PROPOSITION 5.3
Let N;n� 1, and let f be a bounded continuous function of the .0;1/-valued coor-
dinates ¹zk`.s/ W 1� s � n; 1� k �N;1� `� k ^ sº. Then

lim
M!1

Z
TN

NKN� .y
0;M ; dz/Ez

�
f
�
z.1/; : : : ; z.n/

��
DE;

�
f
�
z.1/; : : : ; z.n/

��
: (5.6)

Before turning to the proof of Proposition 5.3, we use it to derive item (iv) of
Theorem 3.9. Let �M .dz/ denote the initial distribution NKN

�
.y0;M ; dz/ on arrays,
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and let f be a bounded continuous function on arrays. Then item (iv) follows from
this calculation:

E;
�
f
�
z.n/

��
D lim
M!1

E�
M �
f
�
z.n/

��
D lim
M!1

E�
M

Z
TN

NKN�
�
y.n/; dz

�
f .z/

DE;
Z
TN

NKN�
�
y.n/; dz

�
f .z/D

Z
YN

�Nn .dy/

Z
TN

NKN� .y; dz/f .z/:

The first and third equalities are instances of (5.6), the second is (3.25), and the
last one is Proposition 5.3 again because one consequence of limit (5.6), together
with �Nn .y

0;M ; dy/! �Nn .dy/ from item (i), is that �Nn is the marginal distribution
of y.n/ under P ; for n � N . The third equality above is justified by arguing thatR
NKN
�
.y; dz/f .z/ is a continuous function of y, or equivalently that y 7! NKN

�
.y; dz/

is a continuous mapping into the space of probability measures on arrays (in the usual
weak topology of probability measures, generated by bounded continuous functions).
This follows from the fact that, off the bottom row, NKN

�
.y; dz/ has a density that is

jointly continuous in .y; z/. Pointwise convergence of densities implies convergence
of probability measures, a result known as Scheffé’s theorem. This completes the
proof of item (iv).

To prove item (v) of Theorem 3.9, we will use the alternative form of the Whit-
taker integral identity (3.21). By item (i) of the theorem, we haveZ

R
N
C

f .y/�NN .dy/

D

Z
�RN

d�sN .�/
�Z

R
N
C

f .y/‰N� .y/‰
N
��.y/

Y
i

dyi

yi

� NY
mD1

NY
iD1

�. O�mC �i /

�.�i C O�m/

for any continuous, compactly supported function f on .0;1/N . By (3.21)Z
.0;1/N

e�y
�1
N ‰N� .y/‰

N
O�
.y/

NY
iD1

dyi

yi
D

NY
mD1

NY
iD1

�.�i C O�m/:

As above, the functions
R
R
N
C
f .y/‰N

�
.y/‰N

��
.y/

Q
i
dyi
yi

and
QN
mD1

QN
iD1�.�i C

O�m/ are both in L2.�RN ; sN .�/d�/ so we have, by the Plancherel theorem,Z
R
N
C

f .y/�NN .dy/D

NY
mD1

NY
iD1

�.�i C O�m/
�1

Z
R
N
C

f .y/‰N� .y/e
�y�1
N ‰NO�

.y/

NY
iD1

dyi

yi
;

as required.
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Proof of Proposition 5.3
Figure 2 shows that ¹zk`.s/ W 1 � s � n; 1 � k � N;1 � ` � k ^ sº can be writ-
ten as a function of ¹zmC1.m/ W 0 �m < n ^N º and d Œ1;n
. Let .z.1/; : : : ; z.n//D
G..zmC1.m//0�m<n^N ; d

Œ1;n
/ represent this functional relationship defined by the
row insertion procedure. The case of starting with an empty array is the one where
each vector zmC1.m/D e

.N�m/
1 , where e.k/1 D .1; 0; : : : ; 0/ is the first k-dimensional

unit vector. This can be seen from Figure 3. If we let P denote the probability distri-
bution of the weight matrix d , the goal (5.6) can be re-expressed as

lim
M!1

Z
TN

NKN� .y
0;M ; dz/

Z
R
nN
C

P
�
d.d Œ1;n
/

�
f
�
G
��
zmC1.m/

�
0�m<n^N

; d Œ1;n

��

D

Z
R
nN
C

P
�
d.d Œ1;n
/

�
f
�
G
�
.e
.N�m/
1 /0�m<n^N ; d

Œ1;n

��
: (5.7)

(Notation P.d.d Œ1;n
// means that the matrix d Œ1;n
 is the integration variable under
the measure P.) On the left-hand side above the vectors .zmC1.m//0�m<n^N are
themselves functions of the initial values .zm.0//0�m<n^N D .zm/0�m<n^N and the
weights d Œ1;n�1
, as shown in Figure 2. Comparison of the � 0 output in equations (2.1)
and (2.2) shows that the mapping G is continuous as the inputs zmC1.m/! e

.N�m/
1 .

Thus the upshot is that we need to show the weak convergence .zmC1.m//0�m<n^N !
.e
.N�m/
1 /0�m<n^N as M !1. Since the limit is deterministic, we can ignore the

joint distribution and do this one coordinate at a time. So it suffices to fix 0 � m <
k �N such that m< n^N and show that

zk;mC1.m/! ık;mC1 in probability as M !1 (5.8)

when zk;mC1.m/ has the probability distribution described by the left-hand side of
(5.7) and ık;mC1 is the Kronecker delta.

Write

zk;mC1.m/D Vk;m
��
zk;`.0/

�
1�`�mC1;`�k�N

; d Œ1;m

�

(5.9)

to indicate the functional relationship from the inputs to the array element zk;mC1.m/.
Our goal (5.8) follows if we show that for any fixed d Œ1;m
 2 .0;1/mN and a bounded
continuous test function f ,

lim
M!1

Z
TN

NKN� .y
0;M ; dz/f

�
Vk;m

�
.zk;`/1�`�mC1;`�k�N ; d

Œ1;m

��
D f .ık;mC1/:

(5.10)

To understand the asymptotics of NKN
�
.y0;M ; dz/ it is convenient to switch from

multiplicative to additive variables. Define an array t D ¹tk`º1�`�k�N by zk` D etk` .
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Let eK.y;dt/ denote the distribution of the array t when z has distribution NKN
�
.y; dz/.

For u 2RN , let

W.u/D
®
t D ¹tk`º1�`�k�N W tN;i D ui ; 1� i �N

¯
be the set of arrays with bottom row u. Let

F� .t/D

NX
kD1

�k

�k�1X
`D1

tk�1;` �

kX
`D1

tk;`

�
�

N�1X
kD1

kX
`D1

.etk;`�tkC1;` C etkC1;`C1�tk;`/:

(5.11)

Then, for a bounded continuous test function g,Z
g.t/eK.y0;M ; dt/D 1

C.M/

Z
W.�M�Œn�/

g.t/eF� .t/ dt

D
1

C.M/

Z
W.0/

g.t �M�/eS� .t/Ce
M=2F0.t/ dt: (5.12)

Above C.M/D
R
W.0/ e

S� .t/Ce
M=2F0.t/ dt is the normalization needed for a probabil-

ity measure. We changed variables by shifting t to t �M�, where �D .�k`/1�`�k�N
is the array from (3.30) defined by �k` D .k � 1/=2 � ` C 1. Defining S� .t/ D
F� .t/�F0.t/ leads to

F� .t �M�/D S� .t �M�/CF0.t �M�/D S� .t/C e
M=2F0.t/:

Return to the right-hand side of (5.10) to rewrite asZ
TN

NKN� .y
0;M ; dz/f

�
Vk;m

�
.zk;`/1�`�mC1;`�k�N ; d

Œ1;m

��

D

Z eK.y0;M ; dt/f �Vk;m�.etk`/1�`�mC1;`�k�N ; d Œ1;m
��
D

1

C.M/

Z
W.0/

f
�
Vk;m

�
.etk`�M�k`/1�`�mC1;`�k�N ; d

Œ1;m

��

� eS� .t/Ce
M=2F0.t/ dt: (5.13)

We claim that

line (5.13) converges to f .ık;mC1/ as M !1. (5.14)

Limit (5.14) finishes the proof of Proposition 5.3. To establish it, we prove the two
lemmas below.
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LEMMA 5.4
On the set W.0/, the function F0 is strictly concave and has a unique maximum t0

that satisfies
Pk
`D1 t

0
k`
D 0 for each 1� k �N .

LEMMA 5.5
For each fixed 1�mC 1� k �N , m< n, d Œ1;m
 2 .0;1/mN , we have

lim
M!1
t!t0

zk;mC1.m/D lim
M!1
t!t0

Vk;m
�
.etk`�M�k`/1�`�mC1;`�k�N ; d

Œ1;m

�
D ık;mC1:

(5.15)

With this, Lemma 5.4 will imply that the probability measure C.M/�11W.0/.t/�

eS� .t/Ce
M=2F0.t/ dt converges weakly to the point-mass at t0. This together with (5.15)

and the boundedness and continuity of f imply (5.14). We have proved Proposi-
tion 5.3 but it remains to prove the lemmas above.

Proof of Lemma 5.4
This lemma comes from [44] and [50]. We include the proof for the sake of complete-
ness.

The critical point equations .@=@tki /F0.t/D 0 for 1� i � k <N rearrange to

e2tki D
etk�1;i 1¹i<kºC e

tkC1;iC1

e�tk�1;i�11¹k�i>1ºC e
�tkC1;i

for 1� i � k <N :

The case k D 1 gives t11 D .t21C t22/=2. Multiplying equations together gives

e2
Pk
iD1 tki D e

Pk�1
iD1 tk�1;iC

PkC1
iD1

tkC1;iC1 for 2� k �N .

From this follows k�1
Pk
iD1 tki D N

�1
Pk
iD1 tNi for 1 � k < N , and these all are

equal to 0 by the W.0/ condition.
Following [50, p. 136], we write F0 in the following form. Consider the directed

graph .V ;E/ with vertex set V D ¹.k; i/ W 1 � i � k � N º and where E contains all
possible edges ..k C 1; i/; .k; i// and ..k; i/; .k C 1; i C 1//. Edge aD .u.a/; v.a//
is directed from vertex u.a/ to vertex v.a/. Then

F0.t/D�
X
a2E

etv.a/�tu.a/

and for vertices x;y

@2F0.t/

@tx@ty
D �

� X
a2EWv.a/Dx

etx�tu.a/ C
X

a2EWu.a/Dx

etv.a/�tx
�

1¹xDyº

C etx�ty1¹.y;x/2EºC e
ty�tx1¹.x;y/2Eº:
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Take a vector .˛x/x2V such that ˛.N;i/ D 0 (because the variables tN;i are not free to
vary on W.0/). ThenX

x;y2V

˛x˛y
@2F0.t/

@tx@ty
D�

X
a2E

.˛v.a/ � ˛u.a//
2etv.a/�tu.a/

is less than 0 unless ˛D 0. This gives strict concavity and the unique maximum.

Proof of Lemma 5.5
First we take care of the case mD 0. This is read off directly from the initial values
and t011 D 0: zk;1.0/D etk;1CM.1�.kC1/=2/! ık;1 as M !1 and t! t0.

For the rest of the proof m � 1. We turn to the matrix machinery developed in
[40]. For that purpose we consider the row insertion procedure also in terms of ratio
variables. Let D .`; : : : ; N / denote the ratio variables associated with the vector
� D .�`; : : : ; �N /: �k D ``C1 � � �k for k D `; : : : ;N . Similarly � 0

k
D 0

`
0
`C1
� � �0

k
.

Then the row insertion

b

��!# � 0

b0
defined in Definition 2.1 is equivalently expressed as

b

�!# 0:

b0
(5.16)

Recall definition (2.13) of the N �N matrices Hm./. Then (5.16) is equivalent to
[40, (2.23)–(2.25)]:

H`./H`.b/DH`C1.b
0/H`.

0/: (5.17)

In the extreme case `DN where there is no b0 left and where the correct interpreta-
tion is HNC1.b0/D I D the N �N identity matrix.

As in the end of Section 2, define the ratio variables of the arrays by

``.n/D z``.n/ and k`.n/D zk`.n/=zk�1;`.n/ for 1� ` < k: (5.18)

Applying (5.17) to the upper left corner of Figure 2 gives

H1
�
1.0/

�
H1
�
a1.1/

�
DH2

�
a2.1/

�
H1
�
1.1/

�
:

Left multiply this identity by H2.2.0//, H3.3.0//, : : : , then right multiply by
H1.a1.2//, H1.a1.3//, : : : , and then apply (5.17) repeatedly on the right-hand side.
This gives the following identity for all m� 1:

mY
iD0

HmC1�i
�
mC1�i .0/

�
�

mY
jD1

H1
�
a1.j /

�

D

mY
jD1

HmC2
�
amC2.j /

�
�

mY
iD0

HmC1�i
�
mC1�i .m/

�
: (5.19)
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If mDN � 1, then HmC2.amC2.j //D I and the first product on the right-hand
side disappears. If m<N � 1, then apply [40, Theorem 2.4] to the lower right .N �
m � 1/ � .N �m � 1/ block of the first product on the right-hand side. This gives
vectors pmC`C1; : : : ; pmC2 such that pi D .pii ; : : : ; p

i
N /,

mY
jD1

HmC2
�
amC2.j /

�
D

`�1Y
jD0

HmC`C1�j .p
mC`C1�j /;

and `Dm^ .N �m� 1/. Substituting this back into (5.19) gives

mY
iD0

HmC1�i
�
mC1�i .0/

�
�

mY
jD1

H1.d
Œj 
/

D

`�1Y
jD0

HmC`C1�j .p
mC`C1�j / �

mY
iD0

HmC1�i
�
mC1�i .m/

�
: (5.20)

Let H denote the matrix on the left-hand side. On the right-hand side we have a
descending sequence of subscripts .2mC1/^N; : : : ; 1. We can appeal to [40, Propo-
sition 1.6] to conclude that the vectors on the right-hand side are uniquely determined.
In particular, mC1.m/D .k;mC1.m//NkDmC1 is given by

mC1;mC1.m/D
�mC1mC1

�mmC1
;

k;mC1.m/D
�mC1
k

�m
k�1

�m
k
�mC1
k�1

for mC 1 < k �N , (5.21)

where � ij D detH Œ1;i


Œj�iC1;j 

, i � j , are minor determinants of the matrix H over rows

1; : : : ; i and columns j � i C 1; : : : ; j . Switching back to z via (5.18) gives

zk;mC1.m/D
�mC1
k

�m
k

for mC 1� k �N . (5.22)

This is the function Vk;m defined in (5.9). (Proposition 1.6 of [40] needs a hypothesis
on the minors of H . This hypothesis can be checked from (5.23) below with the help
of Figure 5.)

We use a graphical representation to compute the minors � ij , in the spirit of
the Lindström–Gessel–Viennot method, following [40, Section 1.1]. The matrix H
is represented by an array of 2mC 1 right-adjusted rows, one row for each vector
mC1.0/; : : : , 1.0/; d Œ1
; : : : ; d Œm
 (see Figure 5). For 1� i �mC 1, the vertices on
row i are assigned weights mC2�i;mC2�i .0/; : : : ; N;mC2�i .0/, and for mC 2� i �
2mC 1, the vertices on row i are assigned weights di�m�1;1; : : : ; di�m�1;N . Note
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d Œ1

d Œ2


:::

d Œm

1.0/

2.0/

:::

mC1.0/

�

�

�

�

�

1

2

: :
:

mC 1 : : : : : : N

� � � � �
1 : : : k �m : : : k : : : N

�

�

Figure 5. The minor �mC1
k

equals the sum of the weights of .mC1/-tuples of disjoint down-right
paths .	1; : : : ; 	mC1/, where 	j is a path from vertex j at the top to vertex k �m � 1C j at
the bottom. The thickset line displays one admissible path 	2 from top vertex 2 to bottom vertex
k �mC 1.

that due to initial elements missing from the -vectors, the top vertex of column j is
on row m� j C 2 for 1� j �m. Combining (1.16) and (1.27) in [40] gives

� ij D detH Œ1;i


Œj�iC1;j 

D

X
.�1;:::;� i /

wt.	1; : : : ; 	 i /; (5.23)

where the sum ranges over i -tuples of disjoint paths 	1; : : : ; 	 i such that 	k goes
from vertex k at the top edge of the graph to vertex j � i C k at the bottom edge, and
the weight wt.	1; : : : ; 	 i / of the i -tuple is the product of the weights on the vertices
of the paths.

Now we find the asymptotics of the minors in (5.22). We are proving (5.15) so
the initial zk`-values are zk` D etk`�M�k` D etk`CM.`�.kC1/=2/. From this we get the
initial ratio variables

`` D z`` D e
t``CM.`�1/=2;

and

k` D zk`=zk�1;` D e
tk`�tk�1;`�M=2 for k > `:

Note in particular that on the top mC 1 rows of the array in Figure 5, all but the left
edge weights decay as Ce�M=2.

Consider first �mC1
k

for some k >mC 1. One can check by induction on m that
every .mC 1/-tuple of paths .	1; : : : ; 	mC1/ from vertices .1; : : : ;mC 1/ on the top
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d Œ1

d Œ2


:::

d Œm

1.0/

2.0/

:::

mC1.0/

�

�

�

�

1

2

: :
:
m

: : : : : : N

� � � �
1 : : : k �mC 1 : : : k : : : N

�

�

Figure 6. An m-tuple of paths for the minor �m
k

.

edge to vertices .k �m; : : : ; k/ on the bottom edge contains at least m.mC 1/=2C
1 vertices with weight k` with ` < k. Since the tk` variables converge to a finite
constant, up to a constant multiple

wt.	1; : : : ; 	mC1/� C

mC1Y
`D1

eM.`�1/=2 � .e�M=2/m.mC1/=2C1 � Ce�M=2:

There is a fixed finite number of these .m C 1/-tuples in (5.23), and so �mC1
k

�

Ce�M=2 for k >mC 1.
Next we establish a lower bound for �m

k
. The m rows of d -weights at the bottom

of the array allow an m-tuple of paths that uses exactly m.m � 1/=2 vertices with
weight k` with ` < k (Figure 6). Thism-tuple gives a positive constant lower bound:
�m
k
� c > 0.
Combination of the first two bounds gives

zk;mC1.m/D
�mC1
k

�m
k

� Ce�M=2! 0 for mC 1 < k �N . (5.24)

It remains to consider the case k DmC 1. Minor �mC1mC1 has a unique admissible
.mC 1/-tuple, namely mC 1 vertical paths. Consequently

�mC1mC1 D
Y

1�`�k�mC1

k` �
Y

1�i�m
1�j�mC1

di;j

D e
PmC1
`D1

tmC1;` �
Y

1�i�m
1�j�mC1

di;j :
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For �mmC1 the m-tuple in Figure 6 has weightY
1�`�k�m

k` �
Y

1�i�m
1�j�mC1

di;j D e
Pm
`D1 tm;` �

Y
1�i�m

1�j�mC1

di;j :

This m-tuple is minimal in its use of weights k` with ` < k. Other admissible m-
tuples for �mmC1 necessarily use more of such weights and consequently pick up more
e�M=2 factors. From all this

zmC1;mC1.m/D
�mC1mC1

�mmC1
D

e
PmC1
`D1

tmC1;` �
Q

1�i�m
1�j�mC1

di;j

e
Pm
`D1 tm;` �

Q
1�i�m

1�j�mC1
di;j CO.e�M=2/

(5.25)

�!
M!1;t!t0

e
PmC1
`D1

t0
mC1;`

e
Pm
`D1 t

0
m;`

D
e0

e0
D 1:

Equations (5.24) and (5.25) together verify (5.15) and complete the proof of
Lemma 5.5.
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