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Abstract

In this thesis we are concerned with themes suggested by rank properties of subspaces of matrices. Historically, most work on these topics has been devoted to matrices over such fields as the real or complex numbers, where geometric or analytic methods may be applied. Such techniques are not obviously applicable to finite fields, and there were very few general theorems relating to rank problems over finite fields.

In this thesis we are concerned mainly with constant rank subspaces of matrices over finite fields, with particular focus on two subcases: (1) constant rank subspaces of symmetric or hermitian matrices; and (2) constant full rank subspaces of matrices, which correspond to nonassociative algebraic structures known as semifields.

In Chapter 1 we will introduce constant rank subspaces of matrices, and review the known results on the maximum dimension of such a subspace. In Chapter 2 we will recall the definition of a semifield, and illustrate how these algebraic structures are related to constant rank subspaces of matrices.

In Chapter 3 we will prove a general theorem on subspaces of function spaces, and apply the results to obtain new upper bounds on subspaces of matrices, which are sharp in some cases.

In Chapter 4 we will study primitive elements in finite semifields, and prove their existence for a certain family of semifields. In Chapters 5 and 6 we will introduce a construction for semifields using skew-polynomial rings. We will show how they are related to other known constructions, use this representation to obtain new results, and provide elegant new proofs for some known results.
Chapter 1

Introduction to constant rank subspaces

In this chapter we will define constant rank subspaces, establish some notation, survey the known results and applications, and introduce some concepts and results which will be needed in subsequent chapters.

1.1 Constant rank subspaces

1.1.1 Definitions and Notations

Let $F$ denote an arbitrary field, $M_{m \times n}(F)$ denote the space of $m \times n$ matrices over $F$, and $M_n(F) := M_{n \times n}(F)$, where $m$ and $n$ are positive integers. We will assume unless otherwise stated that $m \leq n$. For any non-zero subspace $U$ of $M_{m \times n}(F)$ let $U^\times$ denote the subset of non-zero elements in $U$.

Let $V$ denote a vector space $n$-dimensional over $F$. Let $K$ denote an extension field of $F$ of degree 2 (assuming such an extension exists), and let $W$ denote a vector space $n$-dimensional over $K$.

We denote the space of $n \times n$ symmetric matrices over $F$ by $S_n(F)$. If $F$ has a degree
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Let \( \mathbb{K} \) admit an \( \mathbb{F} \)-automorphism of order 2, we denote the space of \( n \times n \) hermitian matrices over \( \mathbb{K} \) by \( H_n(\mathbb{F}) \). Note that \( H_n(\mathbb{F}) \) is not a vector space over \( \mathbb{K} \), but is a vector space over \( \mathbb{F} \) of dimension \( n^2 \). Note that the notation is potentially ambiguous, since such an extension field \( \mathbb{K} \) need not be unique. However, in this work we will only be considering hermitian matrices over finite fields, which of course possess a unique degree 2 extension.

Let \( p \) be a prime, \( q \) a power of \( p \). Let \( \mathbb{F}_q \) denote the finite field of \( q \) elements.

**Definition 1.1.** Let \( U \) be a non-zero subspace of \( M_{m \times n}(\mathbb{F}) \). We say that \( U \) is a constant rank \( r \) subspace if every element of \( U^\times \) has rank \( r \).

Much research has been done to investigate the maximum possible dimension of a constant rank \( r \) subspace. The results and techniques differ greatly according to properties of the underlying field.

We will focus on constant rank subspaces of \( M_{m \times n}(\mathbb{F}), S_n(\mathbb{F}) \) and \( H_n(\mathbb{F}) \), with particular attention to finite fields and constant rank \( n \) subspaces.

### 1.1.2 Existing bounds for the maximum dimension of constant rank subspaces

For any \( r \leq m \), there exists an \((n - r + 1)\)-dimensional constant rank \( r \) space for any field: Let \( U \) be the subspace of \( M_{m \times n}(\mathbb{F}) \) consisting of elements of the form

\[
\begin{pmatrix}
    a_1 & a_2 & \ldots & \ldots & a_{n-r+1} & 0 & \ldots & 0 \\
    0 & a_1 & \ldots & \ldots & a_{n-r} & a_{n-r+1} & \ldots & 0 \\
    \vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
    0 & 0 & \ldots & a_1 & \ldots & \ldots & \ldots & a_{n-r+1} \\
    0 & 0 & \ldots & \ldots & \ldots & \ldots & \ldots & 0 \\
    \vdots & \vdots & & & & & & \vdots \\
    0 & 0 & \ldots & \ldots & \ldots & \ldots & \ldots & 0
\end{pmatrix}
\]

for all \( a_1, a_2, \ldots, a_{n-r+1} \in \mathbb{F} \). Then \( U \) is clearly such a subspace.

Westwick [74] showed that over the complex numbers, the maximum dimension of a constant rank \( r \) subspace of \( M_{m \times n}(\mathbb{C}) \) is \( m + n - 2r + 1 \). Hence if \( r = m \), the
above construction is optimal. Ilic and Landsberg [34] showed that the maximum
dimension of a constant rank \( r \) subspace of \( S_n(\mathbb{C}) \) is \( n - r + 1 \) if \( r \) is even, using
techniques of complex algebraic geometry. The maximum dimension of a constant
rank \( r \) subspace of \( S_n(\mathbb{C}) \) or \( S_n(\mathbb{R}) \) is 1 if \( r \) is odd. We will discuss the case where
\( r \) is odd further in Section 3.3.2. Much study has been dedicated to the problem of
constant rank subspaces over \( \mathbb{R} \) and \( \mathbb{C} \), for example in [5], [12], [48], [57], [74], [75].
Large constant rank spaces can be constructed using division algebras defined over
\( \mathbb{F} \) (see Corollary 2.8).

**Lemma 1.2.** Suppose there exist an \( n \)-dimensional constant rank \( n \) subspace \( U \) of
\( M_n(\mathbb{F}) \). Then for any \( 1 \leq r \leq m \leq n \) there exists an \( n \)-dimensional constant rank \( r \)
subspace \( U' \) of \( M_{m \times n}(\mathbb{F}) \).

**Proof.** Let \( A \) be an arbitrary rank \( r \) element of \( M_{m \times n}(\mathbb{F}) \). Let
\[
U' = \{ AX : X \in U \}.
\]
It is clear that every non-zero element of \( U' \) has rank \( r \). It remains to show that
dim(\( U' \)) = \( n \). Suppose \( AX = AY \) for some \( X, Y \in U, X \neq Y \). Then \( A(X - Y) = 0 \).
But \( 0 \neq X - Y \in U \), and so \( X - Y \) is invertible. But then we must have \( A = 0 \),
a contradiction. Hence the map from \( U \) to \( U' \) defined by \( X \mapsto AX \) is injective and
surjective, implying dim(\( U' \)) = dim(\( U \)) = \( n \) and hence proving the result. \( \square \)

A *presemifield* is a division algebra where multiplication is not assumed to be asso-
ciative, and a multiplicative identity is not assumed to exist. These structures will
be defined and discussed in Chapter 2, and the following theorem is well known and
will be proved.

**Theorem 1.3.** There exist an \( n \)-dimensional constant rank \( n \) subspace of \( M_n(\mathbb{F}) \) if
and only if there exists a presemifield \( n \)-dimensional over \( \mathbb{F} \).

Note that a field is certainly a presemifield. As every finite field admits an extension
field of degree \( n \) for all \( n \), we have the following theorem:

**Theorem 1.4.** For every \( 1 \leq r \leq m \leq n \) there exists an \( n \)-dimensional constant
rank \( r \) subspace of \( M_{m \times n}(\mathbb{F}_q) \) for all \( q \).
Beasley and Laffey showed in [5] that this dimension bound is optimal when the conditions $|\mathbb{F}| \geq r + 1$ and $n \geq 2r - 1$ are imposed. We will see a similar restriction on field size later in Section 3.3. This restriction is imposed to ensure the existence of a non-root of a polynomial of degree $r$.

**Theorem 1.5.** Suppose $|\mathbb{F}| \geq r + 1$ and $n \geq 2r - 1$. Suppose $U$ is a constant rank $r$ subspace of $M_{m \times n}(\mathbb{F})$. Then $\dim(U) \leq n$.

In [26] the following upper bound was proved for finite fields:

**Theorem 1.6.** Let $U$ be a constant rank $r$ subspace of $M_{m \times n}(\mathbb{F}_q)$. Then $\dim(U) \leq m + n - r$.

This bound was proved via character theory, using character values calculated by Delsarte in [16]. In Section 3.2.1 we will provide a new proof of this theorem.

The above bounds do not rule out the possibility of constant rank $r$ subspaces of $n \times n$ matrices of dimension larger than $n$ if $r$ is large, or the field size is small. Indeed there exist subspaces which meet the bound of Theorem 1.6 over the field of two elements, as shown in [6], [7], [26].

**Theorem 1.7.** There exist $d$-dimensional constant rank $r$ subspaces of $M_{m \times n}(\mathbb{F}_2)$ for $(m, n, r, d) \in \{(3, 3, 2, 4), (4, 4, 3, 5), (5, 5, 4, 6), (4, 5, 3, 6)\}$.

The subspace of $3 \times 3$ matrices over $\mathbb{F}_2$ with basis

$$\begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \begin{pmatrix} 0 & 1 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix}, \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 1 & 1 & 0 \end{pmatrix}$$

is an example of a 4-dimensional constant rank 2 subspace. Note that J-G. Dumas showed by computer calculations that all such subspaces are equivalent to the example above in the sense of Section 1.1.3 below, contrary to Beasley’s assertion in [6].

Boston [7] conjectured that constant rank subspaces of $n \times n$ matrices of dimension greater than $n$ exist only for $n \leq 8$. However, this problem remains open.
1.1.3 Equivalence

We consider some linear maps on $M_{m \times n}(F)$ which preserve rank. Let $X$ and $Y$ be invertible elements of $M_m(F)$ and $M_n(F)$ respectively. Then the maps

$$A \mapstoXA$$
$$A \mapstoAY$$

clearly preserve rank.

Let $\sigma$ be an automorphism of $F$. For $A \in M_{m \times n}(F)$, define $A^\sigma$ to be the matrix obtained by applying $\sigma$ to every entry of $A$. Then the map $A \mapsto A^\sigma$ is also a linear map which preserves rank.

Clearly these above maps generate a group $E$ of linear maps which preserve rank, consisting of elements of the form $\phi_{X,Y,\sigma}: A \mapsto XA^\sigma Y$.

We can extend these maps to subspaces of matrices. Let $\phi \in E$, and $U$ a subspace of $M_{m \times n}(F)$. Then define

$$U \mapsto U^\phi := \{A^\phi : A \in U\}.$$ 

Clearly $U$ is a constant rank $r$ subspace if and only if $U^\phi$ is a constant rank $r$ subspace.

We say that two subspaces $U$ and $U'$ are equivalent if there exists an element $\phi \in E$ such that $U' = U^\phi$.

Note that if $m = n$, then the map sending each matrix to its transpose, $A \mapsto A^T$, is another linear map which preserves rank. However, we will exclude these maps from the definition of equivalence of subspaces.

1.2 Symmetric bilinear forms and quadratic forms

In this section we will recall the connections between symmetric matrices, bilinear forms, and quadratic forms, which we will exploit later in this work.
1.2.1 Bilinear forms

**Definition 1.8.** Let $V$ be a vector space $n$-dimensional over a field $F$. A bilinear form is a map $B : V \times V \rightarrow F$ such that

\[
B(u + v, w) = B(u, w) + B(v, w)\\
B(u, v + w) = B(u, v) + B(u, w)\\
B(\lambda u, v) = B(u, \lambda v) = \lambda B(u, v)
\]

for all $u, v, w \in V$, and all $\lambda \in F$.

Denote the set of all bilinear form on $V \times V$ by $B_n(F)$. It is well known that bilinear forms are related to matrices in the following way: let \{e_1, e_2, \ldots, e_n\} be an $F$-basis for $V$. Let $u$ and $v$ be elements of $V$, and suppose $u = \sum_i u_i e_i$, $v = \sum_i v_i e_i$ for $u_i, v_i \in F$. Then by the above defining properties of bilinear forms, we have that

\[
B(u, v) = \sum_{i,j=1}^n u_i v_j B(e_i, e_j).
\]

Hence the action of $B$ is completely determined by its action on all pairs of basis elements. Define $b_{ij} := B(e_i, e_j)$ for each $i, j$. Then the above can be written as

\[
B(u, v) = \sum_{i,j=1}^n u_i v_j b_{ij}.
\]

(1.1)

Consider now the matrix $B := (b_{ij})_{i,j} \in M_n(F)$. Identify each element $u = \sum_i u_i e_i \in V$ with the column vector

\[
u = \begin{pmatrix}
u_1 \\ u_2 \\ \vdots \\ u_n
\end{pmatrix}.
\]

Then it is clear from the definition of matrix multiplication and equation 1.1 that

\[
B(u, v) = u^T B v.
\]

(1.2)

Note that the entries of the matrix $B$ depends on the choice of basis. Hence we refer to $B$ as the matrix representing $B$ with respect to the basis \{e_1, e_2, \ldots, e_n\}. Suppose \{e'_1, e'_2, \ldots, e'_n\} is another $F$-basis for $V$, and let $B'$ be the matrix representing $B$
with respect to this basis. Then if we let $X$ denote the change of basis matrix, it is clear that

$$B' = X^T BX.$$  

Conversely, clearly every $n \times n$ matrix over $F$ defines a bilinear form in the manner of equation 1.2. Hence the $B_n(F)$ can be identified with $M_n(F)$ through the choice of a basis for $V$. Similarly, if $V'$ is a vector space $m$-dimensional vector space over $F$, we can define $B_{m\times n}(F)$ to be the set of bilinear forms on $V' \times V$, and identify $B_{m\times n}(F) \simeq M_{m\times n}(F)$, where $\simeq$ denotes $F$-isomorphism of vector spaces.

### 1.2.2 Symmetric matrices and quadratic forms

A bilinear form $B$ is said to be symmetric if $B(u,v) = B(v,u)$ for all $u, v \in V$. Denote the set of symmetric bilinear forms by $S_n(F)$. It is clear from the definitions that if $B$ represents $B$ with respect to some basis, then $B$ is a symmetric bilinear form if and only if $B = B^T$, i.e. $B$ is a symmetric matrix. Conversely, every symmetric matrix defines a symmetric bilinear form. Hence we can see that

$$S_n(F) \simeq S_n(F).$$

**Definition 1.9.** A quadratic form is a function $Q : V \to F$ such that

$$Q(\lambda u + \mu v) = \lambda^2 Q(u) + \mu^2 Q(v) + \lambda\mu B_Q(u,v),$$

where $B_Q$ is a bilinear form on $V \times V$.

We call $B_Q$ the associated bilinear form (or polarization) of $Q$. The set of quadratic forms on $V$ forms an $F$-vector space. We denote this space by $Q_n(F)$.

Rearranging (1.3) gives us

$$B_Q(u,v) = Q(u + v) - Q(u) - Q(v).$$

It is clear that this bilinear form is in fact symmetric. Furthermore, if the characteristic of $F$ is not two, we see that

$$Q(u) = \frac{B_Q(u,u)}{2},$$
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since $4Q(u) = Q(2u) = Q(u + u) = Q(u) + Q(u) + B_Q(u,u)$. Conversely, when the characteristic of $F$ is not two, then given a symmetric bilinear form $B$ we can define a quadratic form $Q_B$ by

$$Q_B(u) := \frac{B(u,u)}{2}.$$ 

Hence when $\text{char}(F) \neq 2$ we have a bijection between the space of quadratic forms and the space of symmetric bilinear forms. It is easily checked that this is in fact a vector space isomorphism, and so

$$Q_n(F) \simeq S_n(F) \simeq S_n(F).$$

Remark 1.10. Let $x = (x_1, x_2, \ldots, x_n)$ be a vector of indeterminates. Given a quadratic form $Q$ we can define a polynomial $Q(x) \in F[x_1, x_2, \ldots, x_n]$. Then $Q(x)$ can be shown to be homogeneous of degree 2. This is sometimes given as the definition of a quadratic form.

### 1.2.3 Hermitian matrices and hermitian forms

Let $F$ be a field, and let $K$ be an field extension of $F$ of degree 2. There exists an $F$-automorphism of $K$ of order 2, i.e. an involution, which we will denote by bar, $a \mapsto \bar{a}$. We can extend the automorphism to an $F$-linear transformation on a vector space or matrix ring over $K$: for an element $X$ of a vector or matrix space, denote by $\overline{X}$ the element obtained by applying the bar automorphism to all coefficients or entries of $X$.

**Definition 1.11.** Let $W$ be a vector space $n$-dimensional over $K$. A hermitian form is a map $\mathcal{H}: W \times W \to F$ such that

$$\mathcal{H}(u + v, w) = \mathcal{H}(u, w) + \mathcal{H}(v, w)$$

$$\mathcal{H}(u, v + w) = \mathcal{H}(u, v) + \mathcal{H}(u, w)$$

$$\mathcal{H}(\lambda u, v) = \lambda \mathcal{H}(u, v)$$

$$\mathcal{H}(u, v) = \overline{\mathcal{H}(v, u)}$$

for all $u, v, w \in W$, and all $\lambda \in K$. 


As in the case of bilinear forms, we can define a matrix $H$ representing $\mathcal{H}$ with respect to some $\mathbb{K}$-basis $\{e''_i\}$ of $W$, by setting $H = (h_{ij})$, where $h_{ij} := \mathcal{H}(e''_i, e''_j)$. Then

$$\mathcal{H}(u, v) = u H v.$$ 

The properties in definition 1.11 imply that $H$ is a *hermitian matrix*, i.e.

$$\overline{H^T} = H.$$ 

We will denote the set of hermitian forms by $\mathcal{H}_n(\mathbb{F})$. Clearly every hermitian matrix defines a hermitian form, and so we have

$$\mathcal{H}_n(\mathbb{F}) \simeq H_n(\mathbb{F}),$$

where $H_n(\mathbb{F})$ is the space of hermitian matrices with entries in $\mathbb{K}$, and $\simeq$ here denotes isomorphism as $\mathbb{F}$-vector spaces. Note that $H_n(\mathbb{F})$ is an $\mathbb{F}$-vector space, but *not* a $\mathbb{K}$-vector space: if $H$ is a hermitian matrix, and $\lambda \in \mathbb{K}$, then $\lambda H$ is hermitian if and only if $\overline{\lambda} = \lambda$, i.e. if and only if $\lambda \in \mathbb{F}$. The dimension of $H_n(\mathbb{F})$ over $\mathbb{F}$ is $n^2$.

**Definition 1.12.** A *quadratic hermitian form* is a map $h : W \to \mathbb{F}$ such that

$$h(u) = \mathcal{H}(u, u)$$

for some hermitian form $\mathcal{H}$.

We can see that $h(u)$ does indeed lie in $\mathbb{F}$ for all $u$, as $\overline{h(u)} = \overline{\mathcal{H}(u, u)} = \mathcal{H}(u, u) = h(u)$. Hence $h$ is a map from $W$ to $\mathbb{F}$.

Let $QH_n(\mathbb{F})$ denote the space of quadratic hermitian forms defined on $W$. Then by definition and by the above we have

$$QH_n(\mathbb{F}) \simeq \mathcal{H}_n(\mathbb{F}) \simeq H_n(\mathbb{F}).$$

Note that the concepts of hermitian forms, hermitian matrices and quadratic hermitian forms are analogous to symmetric bilinear forms, symmetric matrices and quadratic forms respectively. We say a hermitian matrix represents a quadratic hermitian form in the analogous way.
1.2.4 Isotropic vectors

In the following, by “quadratic (hermitian) form” we will mean “quadratic form (resp. quadratic hermitian form)”.

**Definition 1.13.** Let $f$ be a quadratic (hermitian) form. A vector $u$ is said to be isotropic with respect to $f$ if

$$f(u) = 0.$$ 

**Definition 1.14.** Let $f$ be a quadratic (hermitian) form over a finite field $\mathbb{F}$. Let $a$ be an element of $\mathbb{F}$, and define

$$N_f(a) := |\{ u \in V \mid f(u) = a \}|.$$ 

The main theorems of Chapter 3 rely on the fact that the number of isotropic vectors with respect to a quadratic (hermitian) form over a finite field is well known and easy to calculate. From the above definition, the number of isotropic vectors is denoted by $N_f(0)$. To illustrate this, we need to introduce the concepts of the radical and rank of a form.

Let $\mathcal{B}$ be a bilinear form defined on $V$. Define the right radical of $\mathcal{B}$ by

$$\text{rad}_r(\mathcal{B}) := \{ v : \mathcal{B}(u, v) = 0 \text{ for all } u \in V \}.$$ 

The left radical $\text{rad}_l(\mathcal{B})$ is defined similarly. These two subspaces have the same dimension. If $\mathcal{B}$ is symmetric, then clearly $\text{rad}_r(\mathcal{B}) = \text{rad}_l(\mathcal{B}) =: \text{rad}(\mathcal{B})$.

We say that a bilinear form is non-degenerate if $\text{rad}_r(\mathcal{B}) = 0$, and degenerate otherwise. We define the rank of a bilinear form by

$$\text{rank}(\mathcal{B}) := n - \dim(\text{rad}_r(\mathcal{B})) = n - \dim(\text{rad}_l(\mathcal{B})).$$ 

It is straightforward to see that

$$\text{rank}(\mathcal{B}) = \text{rank}(\mathcal{B}),$$

where $\mathcal{B}$ is the matrix representing $\mathcal{B}$ with respect to some basis. If $\mathcal{B}'$ is the matrix representing $\mathcal{B}$ with respect to some other basis, then we saw that $\mathcal{B}' = X^T \mathcal{B} X$ for some invertible matrix $X$. Hence it is clear that the rank does not depend on the choice of basis, and $\mathcal{B}$ is non-degenerate if and only if $\mathcal{B}$ is invertible.
Chapter 1: Introduction to constant rank subspaces

Suppose now $Q$ is a quadratic form on $V$, and $\mathcal{B}_Q$ its associated bilinear form. We say that $Q$ is non-degenerate if $Q(u) \neq 0$ for all $u \in \text{rad}(\mathcal{B}_Q)$, $u \neq 0$. If $\text{char}(\mathbb{F}) \neq 2$, then it is clear that $Q$ is non-degenerate if and only if $\mathcal{B}_Q$ is non-degenerate. We define $\text{rad}(Q) := \text{rad}(\mathcal{B}_Q)$, and $\text{rank}(Q) := \text{rank}(\mathcal{B}_Q)$.

Suppose now $\text{char}(\mathbb{F}) \neq 2$. Suppose $\dim(\text{rad}(Q)) = n - r$, i.e. $\text{rank}(Q) = r$. Let $V'$ be a subspace of $V$ such that $\dim(V') = r$, $V' \cap \text{rad}(Q) = 0$ and $V = V' \oplus \text{rad}(Q)$. Then for any $u \in V$ there exist unique $v \in V'$, $w \in \text{rad}(Q)$ such that $u = v + w$. Then we see that $Q(v + w) = 0 \iff Q(v) = 0$, since

$$Q(v + w) = \frac{\mathcal{B}_Q(v + w, v + w)}{2} = \frac{\mathcal{B}_Q(v, v) + \mathcal{B}_Q(v, w) + \mathcal{B}_Q(w, v) + \mathcal{B}_Q(w, w)}{2} = \frac{\mathcal{B}_Q(v, v)}{2} = Q(v).$$

Consider now $Q' := Q|_{V'}$, the restriction of $Q$ to $V'$. Then $Q'$ is non-degenerate. For suppose $v' \in \text{rad}(Q')$. Then for any $v \in V'$, $w \in \text{rad}(Q)$, we have

$$\mathcal{B}_Q(v', v + w) = \mathcal{B}_Q(v', v) + \mathcal{B}_Q(v', w) = \mathcal{B}_Q(v', v) + \mathcal{B}_Q(v', w) = 0 + 0 = 0.$$

But then $v' \in \text{rad}(\mathcal{B}_Q)$, and hence $v' = 0$, proving the assertion. Hence we have that

$$N_Q(0) = |\text{rad}(Q)|N_{Q'}(0) = q^{n - \text{rank}(Q)}N_{Q'}(0).$$

Suppose now that $Q$ is a non-degenerate quadratic form on $V$, where $V$ has even dimension $n = 2k$ over a finite field $\mathbb{F}_q$. A subspace $V'$ of $V$ is said to be totally isotropic with respect to $Q$ if $Q(v') = 0$ for all $v' \in V'$. We define the Witt index of $Q$ to be the maximum dimension of a totally isotropic subspace. It is well known that the Witt index is either $k$ or $k - 1$ over a finite field. For the purposes of this work we will define the type of a quadratic form as follows:
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**Definition 1.15.** Let $Q$ be a non-degenerate quadratic form on $V$, where $V$ has even dimension $n = 2k$ over $\mathbb{F}_q$. Define the type $\epsilon(Q)$ by

$$
\epsilon(Q) := \begin{cases} 
+1 & \text{if } Q \text{ has Witt index } k \\
-1 & \text{if } Q \text{ has Witt index } k - 1
\end{cases}
$$

We say that $Q$ has positive type or negative type respectively. If $Q$ is degenerate, we define

$$
\epsilon(Q) := \epsilon(Q'),
$$

where $Q' = Q|_{V'}$ for some $V'$ such that $\dim V' = \text{rank}(Q), V' \cap \text{rad}(Q) = 0$.

The following theorem can be found in [54], Theorem 6.26, where the quantity denoted by $\eta((-1)^{n/2}\Delta)$ is the same as our $\epsilon(Q)$:

**Theorem 1.16.** Suppose $Q$ is a non-degenerate quadratic form on $V$, where $V$ is $r$-dimensional over $\mathbb{F}_q$. Then the number of isotropic vectors with respect to $Q$ is given by

$$
N_Q(0) = \begin{cases} 
q^{r-1} & \text{if } r \text{ is odd} \\
q^{k-1}(q^k + \epsilon(Q)(q-1)) & \text{if } r = 2k \text{ is even}
\end{cases}
$$

Then for an arbitrary quadratic form we get the following corollary:

**Corollary 1.17.** Suppose $Q$ is a quadratic form on $V$, where $V$ is $n$-dimensional over $\mathbb{F}_q$, and suppose $\text{rank}(Q) = r$. Then the number of isotropic vectors with respect to $Q$ is given by

$$
N_Q(0) = \begin{cases} 
q^{n-1} & \text{if } r \text{ is odd} \\
q^{n-k-1}(q^k + \epsilon(Q)(q-1)) & \text{if } r = 2k \text{ is even}
\end{cases}
$$

**Proof.** We saw above that the number of isotropic vectors is given by $N_Q(0) = |\text{rad}(Q)|.N_{Q'}(0)$, where $Q'$ is non-degenerate on some $r$-dimensional vector space $V'$. As $|\text{rad}(Q)| = q^{n-r}$, the result follows immediately from Theorem 1.16.

We can similarly calculate the number of isotropic vectors with respect to a quadratic hermitian form, using the number of isotropic vectors with respect to a non-degenerate quadratic hermitian form calculated in [70], Lemma 10.4.
Theorem 1.18. Suppose $h$ is a quadratic hermitian form on $W$, where $W$ is $n$-dimensional over $F_{q^2}$, and suppose $\text{rank}(h) = r$. Then the number of isotropic vectors with respect to $Q$ is given by

$$N_Q(0) = q^{2n-r-1}(q^r + (-1)^r(q-1)).$$

1.3 Subspaces of matrices as codes

In this section we will discuss two applications of subspaces of matrices to coding theory.

Let $\mathbb{F}$ be a field, and $V \cong \mathbb{F}^n$ an $n$-dimensional vector space over $\mathbb{F}$. A code is a subset $C$ of $V$. A code is said to be an $\mathbb{F}$-linear code if it is an $\mathbb{F}$-subspace of $V$. The length of a code is given by $n = \dim_{\mathbb{F}} V$. The cardinality of a code is defined to be $|C|$, and the rank of a linear code is defined to be $\dim_{\mathbb{F}} C$. A code is said to be a $(n,|C|)$-code, and a linear code is said to be an $[n,\dim_{\mathbb{F}} C]$-linear code.

Let $\omega : C \times C \to \mathbb{N}$ be a metric on $C$. We define the weight of a codeword $a$ to be $w(a) := \omega(a,0)$. The classical example is the Hamming weight: if $v = (v_1, v_2, \ldots, v_n) \in \mathbb{F}^n$ is a vector, then the Hamming weight $h(v)$ is defined to be the number of non-zero coefficients $v_i$.

The weight enumerator of a linear code $C$ of length with respect to some weight function $w$ is defined to be the polynomial

$$W(x) := \sum_w a_w x^w,$$

where $a_w$ denotes the number of elements of $C$ with weight $w$.

1.3.1 Rank metric codes

Define a metric on the space of $n \times n$ matrices by

$$\omega(A, B) := \text{rank}(A - B).$$
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A subset of matrices $C \subseteq M_n(\mathbb{F})$, together with the weight function arising from this metric, is said to be a rank metric code. If $C$ is a subspace of $M_n(\mathbb{F})$, then $C$ is a linear code. These codes were introduced by Delsarte [16], and further studied in for example [69], [28]. In [29] Gabidulin considered symmetric rank codes, corresponding to subspaces of symmetric matrices. Hence we can view a $d$-dimensional constant rank $r$ subspace of $M_n(\mathbb{F})$ as an $[n,d]$-linear, constant weight $r$, rank metric code.

1.3.2 Codes from quadratic and hermitian forms

Subspaces of quadratic and hermitian forms have been used to define codes by Goethals [32] and de Boer [14] as follows.

Let $U$ be a $d$-dimensional subspace of quadratic forms on $V \simeq \mathbb{F}^n$, i.e. $U < Q_n(\mathbb{F})$. Let $\mathbb{P}(V)$ denote the projective space of $V$. The number of elements of $\mathbb{P}(V)$ is given by $[n]_q := \frac{q^n - 1}{q - 1}$. For each $f \in U$ define a vector $c_f \in \mathbb{F}[[n]]$ by

$$c_f := [f(u) : u \in \mathbb{P}(V)],$$

for some fixed ordering of $V$. Define the set $C_U$ by

$$C_U := \{c_f : f \in U\}.$$  

Then $C_U$ is a subspace of $\mathbb{F}[[n]]$, and $\dim(C_U) = \dim(U) = d$. Therefore $C_U$ is an $[n,q,d]$-linear code over $\mathbb{F}$, with weight function being the Hamming weight.

Note that $f(u) = 0 \iff f(\lambda u) = 0$ for all $\lambda \in \mathbb{F}$. Hence the Hamming weight of a codeword $c_f$ is then given by

$$w(c_f) = \frac{q^n - N_f(0)}{q - 1}.$$  

As we know the value of $N_f(0)$ from Lemma 1.17 above, we can easily calculate the weight enumerator of the code $C_U$ as follows. Define

$$A^e_r := |\{f \in U \mid \text{rank}(f) = r \text{ and } \epsilon(f) = \epsilon\}| \quad \text{if } r \text{ is even;}$$

$$A_r := |\{f \in U \mid \text{rank}(f) = r\}| \quad \text{if } r \text{ is odd.}$$
Lemma 1.19. Let $U$ be a subspace of $Q_n(\mathbb{F})$, and let $C_U$ be the code as defined above. Then

$$a_w = \begin{cases} 
A_r^* & \text{if } w = q^{n-\frac{r}{2}}(q^{\frac{r}{2}} - \epsilon), \text{ } r \text{ even} \\
\sum_{r \text{ odd}} A_r & \text{if } w = q^{n-1} \\
0 & \text{otherwise}
\end{cases}$$

Suppose $U$ is a constant rank $r$ subspace. If $r$ is odd, then the code $C_U$ is a constant weight $q^{n-1}$ code. In fact, if every element of $U$ has odd rank, then $C_U$ is also a constant weight $q^{n-1}$ code. If $r$ is even, then $C_U$ is either a constant weight code, or a two-weight code. Two-weight codes have been studied extensively, and if the code is projective then it has important connections with strongly regular graphs and partial geometries, dating back to Delsarte [15]. Note that a code being “projective” means that no two columns of its generator matrix are linearly dependent. See for example [10] and [51], Section 2.6. We will see an example of a two-weight code arising from a subspace of quadratic forms in Section 3.2.3.

Similarly, given a $d$-dimensional subspace of quadratic hermitian forms $U \leq QH_n(\mathbb{F})$, we can define a $[[n],q^d,d]$ code $C_U$ over $\mathbb{F}$. If $U$ is a constant rank $r$ subspace, then $C_U$ is a constant weight $q^{2n-k-1} \left( \frac{q^k + (-1)^{k+1}}{q+1} \right)$ code.
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Semifields and constant rank subspaces

In this chapter we introduce semifields, survey some properties, and show how they are related to constant rank subspaces.

2.1 Semifields

Definition 2.1. A semifield \((S, +, \circ)\) is a set with two binary operations, + and \(\circ\), satisfying the following axioms.

(S1) \((S, +)\) is a group with identity element \(0\).

(S2) \(x \circ (y + z) = x \circ y + x \circ z\) and \((x + y) \circ z = x \circ z + y \circ z\), for all \(x, y, z \in S\).

(S3) \(x \circ y = 0\) implies \(x = 0\) or \(y = 0\).

(S4) For all \(a, b \in S\) there exist unique \(x, y \in S\) such that \(a \circ x = b\) and \(y \circ a = b\).

(S5) \(\exists 1 \in S\) such that \(1 \circ x = x \circ 1 = x\), for all \(x \in S\).

We call the operations + and \(\circ\) addition and multiplication respectively. Multiplication is not assumed to be associative or commutative. Multiplication is left- and
right-distributive over addition, by (S2). Axioms (S3)-(S5) imply that \((S^\times, \circ)\) forms a loop. If \(S\) is finite, then (S4) is implied by the other axioms.

A presemifield is a structure satisfying (S1) – (S4), i.e. a multiplicative identity is not assumed.

It is easily shown that the additive group of a finite (pre)semifield is elementary abelian, and the exponent of the additive group is called the characteristic of the semifield.

Contained in a semifield are the following important substructures, relating to the concept of nucleus. The left nucleus \(N_l(S)\), the middle nucleus \(N_m(S)\), and the right nucleus \(N_r(S)\) are defined as follows:

\[
N_l(S) := \{x : x \in S \mid x \circ (y \circ z) = (x \circ y) \circ z, \ \forall y, z \in S\}, \tag{2.1}
\]

\[
N_m(S) := \{y : y \in S \mid x \circ (y \circ z) = (x \circ y) \circ z, \ \forall x, z \in S\}, \tag{2.2}
\]

\[
N_r(S) := \{z : z \in S \mid x \circ (y \circ z) = (x \circ y) \circ z, \ \forall x, y \in S\}. \tag{2.3}
\]

The intersection \(N(S)\) of the nuclei is called the associative centre, and the elements of \(N(S)\) which commute with all other elements of \(S\) form the centre \(Z(S)\).

It is clear from the definition that the each of the nuclei are associative division algebras, and the centre is a field. The well known Wedderburn-Dickson Theorem [22], [72] states:

Every finite associative division algebra is commutative.

Hence we have the following is a standard result:

**Theorem 2.2.** Let \(S\) be a finite semifield. Then \(N_l(S), N_r(S), N_m(S)\) and \(Z(S)\) are all isomorphic to finite fields.

If there is no confusion, we denote these substructures by \(N_l, N_m, N_r\) and \(Z\).

Some further properties of finite semifields [46]:

1. \(S\) is a vector space \(V\) over its centre.

2. \(S\) is a (not necessarily associative) division algebra over its centre.
3. $S$ is a left-vector space $V_l$ over its left nucleus.

4. $S$ is a right-vector space $V_r$ over its right nucleus.

5. $S$ is a left-vector space $V_{lm}$ and a right-vector space $V_{rm}$ over its middle nucleus.

We denote the dimension of $V_l$ over $\mathbb{N}_l$ by $n_l$, and define $n_m$ and $n_r$ similarly. We define the parameters of $S$ to be the tuple

$$(\# Z, \# \mathbb{N}_l, \# \mathbb{N}_m, \# \mathbb{N}_r).$$

Note that while $Z$ is clearly a subfield of each of the nuclei, there is no restriction on the orders of the nuclei. See for example [65], where the classification of semifields of order 64 demonstrates the spectrum of possible parameters.

### 2.1.1 History and examples

All fields and division rings are semifields. We will call a semifield proper if multiplication is not associative.

The classical example of a proper semifield over the real numbers is the octonions. This was first discovered by Graves in 1843, and independently in 1845 by Cayley. Frobenius and Hurwitz showed that the only normed semifields over the real numbers are the real numbers, the complex numbers, the quaternions, and the octonions. Bott and Milnor [8], and independently Kervaire [45], proved that any semifield over the real numbers must have dimension 1, 2, 4 or 8.

Finite semifields were first considered by Dickson in 1906 [23]. He constructed the first non-trivial example of a finite semifield, as follows: Let $\mathbb{F}_{q^n}$ be a field for some $q$ odd, and consider the $\mathbb{F}_{q^n}$-vector space $\mathbb{F}_{q^n} \times \mathbb{F}_{q^n}$. Let addition be vector space addition, and define a multiplication $\circ$ on $V$ by

$$(a, b) \circ (c, d) := (ac + \gamma b^\sigma d^\sigma, ad + bc)$$

for all $a, b, c, d \in \mathbb{F}_{q^n}$, where $\sigma \in \text{Aut}(\mathbb{F}_{q^n})$, and $\gamma$ is a non-square in $\mathbb{F}_{q^n}$. Then this defines a commutative semifield.

The following construction is due to Albert [2].
**Definition 2.3.** Let \( F \) be a field, and \( K \) an extension field of \( F \) of degree \( n \). Let \( \rho, \tau \in \text{Aut}(K:F) \), and \( \gamma \in K \). Define a multiplication \( \circ \) on \( K \) by
\[
x \circ y := xy - \gamma x^{\rho} y^{\tau}.
\]
If \( \gamma \notin \{ x^{\rho-1} y^{\tau-1} : x, y \in K \} \), then \( P(K, \rho, \tau, \gamma) := (K, \circ) \) is a presemifield. A generalized twisted field \( \text{GT}(K, \rho, \tau, \gamma) \) is a semifield isotopic to \( P(K, \rho, \tau, \gamma) \).

Note that this construction works for arbitrary fields. In the case where \( K = F_{q^n} \) is a finite field, and \( F = F_q \), we have that \( \rho = \sigma^k, \tau = \sigma^m \) for some \( k, m \), where \( \sigma \) is the Frobenius automorphism \( x \mapsto x^q \). We then denote the twisted field by \( \text{GT}(F_{q^n}, k, m, \gamma) \). Then \( \text{GT}(F_{q^n}, k, m, \gamma) \) is a semifield if
\[
N_{F_{q^n};F_q}(\gamma) = \gamma \gamma^\sigma \ldots \gamma^{\sigma^{n-1}} \neq 1.
\]

We will study these semifields further in Chapter 4.

There are many families and constructions known for finite semifields. See [43], [53] for an overview of the available constructions. In Chapter 5 we will consider an important family known as cyclic semifields.

The classification of finite semifields is far from complete, and probably infeasible. Full classification by computer search has to date only been achieved up to order 243: see [21], [65], [66], [67]. The majority of semifields of small order have no known algebraic or geometric construction: for example, in [65] classification for order 64 found 332 isotopy classes (see Section 2.1.3 below), while only 35 were previously known. Similarly, there exist 80 Knuth orbits (see Section 2.2.2 below) of order 64, while only 13 were previously known.

### 2.1.2 Projective planes

Finite semifields are of interest in finite geometry due to their connection with projective planes:

**Definition 2.4.** A projective plane is a set of points \( P \), a set of lines \( L \) and an incidence relation \( I \) on \( P \times L \) such that

1. for every pair of distinct points \( p_1, p_2 \in P \), there exists a unique line \( l \in L \) such that \( (p_1, l), (p_2, l) \in I \);
• for every pair of distinct lines \( l_1, l_2 \in \mathcal{L} \), there exists a unique point \( p \in \mathcal{P} \) such that \((p, l_1), (p, l_2) \in \mathcal{I}\);

• there exist four points, no three of which are incident with the same line.

Every semifield coordinatizes a projective plane. See [17]. A semifield coordinatizes a translation plane which is also a dual translation plane. Conversely, every translation plane which is also a dual translation plane defines a semifield.

2.1.3 Isotopy

Let \((S, \circ)\) and \((S', \circ')\) be semifields \(n\)-dimensional over their centre \(F\). We say that \(S\) and \(S'\) are isotopic if there exists a triple \((F, G, H)\) of non-singular \(F\)-linear transformations from \(S\) to \(S'\) such that

\[ x^F \circ' y^G = (x \circ y)^H \]

for all \(x, y \in S\). Isotopy is an equivalence relation on the set of semifields, and the equivalence class of a semifield \(S\) under this relation is called the isotopy class of \(S\), denoted by \([S]\).

The concept of isotopy was introduced by Albert [1]. Semifields are classified up to isotopy in part due the following important theorem of Albert [3]:

**Theorem 2.5.** Two semifields are isotopic if and only if the planes they coordinatize are isomorphic.

The following is also a standard result [39], [46]:

**Theorem 2.6.** The parameters \((\#Z, \#N_l, \#N_m, \#N_r)\) of a semifield are invariant under isotopy.

It is well known that every presemifield is isotopic to a semifield. This can be shown by the so-called Kaplansky trick: Let \((\mathcal{P}, \circ)\) be a presemifield. Choose some \(0 \neq e \in \mathcal{P}\). Define a new multiplication \(\circ'\) by

\[ (x \circ e) \circ' (e \circ y) = x \circ y \]

for all \(x, y \in \mathcal{P}\). Then \((\mathcal{P}, \circ')\) is a semifield with identity element \(e \circ e\).
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Suppose $S$ is a presemifield, $n$-dimensional over its centre $F$. For each $x \in S$, left multiplication by $x$ defines an endomorphism $L_x \in \text{End}(V)$ as follows:

$$L_x(y) := x \circ y$$

for each $y \in S$. As $S$ contains no zero divisors, $L_x$ is invertible for each $0 \neq x \in S$. Moreover, $L_x$ is $F$-linear and

$$L_{\lambda x + y} = \lambda L_x + L_y$$

for all $x, y \in S$, $\lambda \in F$. Hence the set

$$L_S := \{L_x : x \in S\}$$

forms an $n$-dimensional constant rank $n$ $F$-subspace of $\text{End}(V) \simeq M_n(F)$. The set $L_S$ is called the semifield spread set corresponding to $S$.

In fact, as $S$ is a right-vector space over $\mathbb{N}_r$, left-multiplication is an invertible $\mathbb{N}_r$-linear transformation of $S$. Hence $L_S$ can be viewed as a subset of $\text{End}(V_r) \simeq M_{n_r}(\mathbb{N}_r)$. Similarly, $R_S$ can be viewed as a subset of $\text{End}(V_l) \simeq M_{n_l}(\mathbb{N}_l)$.

However, $L_{x \circ a}$ does not necessarily equal $aL_x$ for all $a \in \mathbb{N}_r$. Hence the space $L_S$ is not a $\mathbb{N}_r$-subspace of $M_{n_r}(\mathbb{N}_r)$. It is however an $F$-subspace of $M_{n_r}(\mathbb{N}_r)$.

Similarly, the set of transformations of right-multiplication, denoted by $R_S := \{R_x : x \in S\}$, is an $F$-subspace of $M_{n_l}(\mathbb{N}_l)$.

Conversely, suppose we have an $n$-dimensional constant rank $n$ subspace $U$ of $\text{End}(V)$. As $U$ and $V$ both have dimension $n$ over $F$, there exists an $F$-isomorphism $\phi : V \to U$.

Now define a multiplication ‘$\circ$’ on $V$ by

$$x \circ y := \phi(x)y.$$ 

Then clearly $S_U := (V, \circ)$ is a presemifield, and $L_{S_U} = U$ by definition. Hence we get the standard result:

**Theorem 2.7.** There exists an $n$-dimensional constant rank $n$ subspace $U$ of $M_n(F)$ if and only if there exists a presemifield $S$ which is $n$-dimensional over $F$. 
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This theorem together with Lemma 1.2 gives the following corollary:

**Corollary 2.8.** Suppose there exists a presemifield $S$ which is $n$-dimensional over its centre $\mathbb{F}$. Then for any $1 \leq r \leq m \leq n$, there exists a constant rank $r$ subspace of $M_{m \times n}(\mathbb{F})$ of dimension $n$.

### 2.2.1 Isotopy and semifield spread sets

Let $S$ and $S'$ be isotopic via $(F, G, H)$. Let $L_x$ and $L'_x$ denote left multiplication by $x$ in $S$ and $S'$ respectively. Then we see that

$$L_x(y) = x \circ y = (x^F \circ y^G)^{H^{-1}} = (L'_x y^G)^{H^{-1}} = (H^{-1}L'_x y^G)(y)$$

for all $x, y \in S$. Hence

$$L_S = H^{-1}L'_S G.$$  

Note that $F, G, H$ are invertible $\mathbb{F}$-linear transformations of $V$. Hence if we view $L_S$ as a subspace of $\text{End}(V)$, then we can view $G, H$ as invertible elements of $\text{End}(V)$. If we view $L_S$ as a subspace of $\text{End}(V_r)$ however, $G$ and $H$ do not necessarily lie in $\text{End}(V_r)$. Nonetheless, we do have the following result, which can be found in [53], where the authors credit the result to Maduram [55]:

**Theorem 2.9.** Two semifields $S$ and $S'$ are isotopic if and only if there exist invertible elements $X, Y \in \text{End}(V_r)$ and $\sigma \in \text{Aut}(\mathbb{N}_r)$ such that

$$L_S = X L'_S Y.$$  

Note that this theorem says that $S$ and $S'$ are isotopic if and only if $L_S$ and $L'_S$ are equivalent in the sense of Section 1.1.3.
2.2.2 Knuth cubical array and Knuth orbit

Let $\mathcal{A}$ be an $n$-dimensional (not necessarily associative) algebra over a field $\mathbb{F}$, and let $\{e_0, e_1, \ldots, e_{n-1}\}$ be an $\mathbb{F}$-basis for $\mathcal{A}$. Then for each $i, j$ we have

$$e_i \circ e_j = \sum_{i,j,k=0}^{n-1} a_{ijk} e_k$$

(2.4)

for some $a_{ijk} \in \mathbb{F}$. We call the coefficients $a_{ijk}$ the structure constants of $\mathcal{A}$. We form the 3-dimensional (hyper)cube $T_\mathcal{A} := (a_{ijk})_{i,j,k}$. Conversely, given any hypercube $T$ we can define an algebra $\mathcal{A}_T$ by defining a multiplication on $\mathbb{F}^n$ as in (2.4).

We can see how this hypercube is related to the endomorphisms of multiplication as follows:

$$L_{e_i} = (a_{ijk})_{j,k}$$
$$R_{e_j} = (a_{ijk})_{i,k}$$
$$L_v = \sum_{i=0}^{n-1} v_i L_{e_i} = \sum_{i=0}^{n-1} v_i (a_{ijk})_{j,k}$$
$$R_v = \sum_{i=0}^{n-1} v_i R_{e_i} = \sum_{i=0}^{n-1} v_j (a_{ijk})_{i,k}$$

Given a vector $v \in \mathbb{F}^n$, we can define three maps $\phi^v_1, \phi^v_2, \phi^v_3$ from the set of hypercubes of order 3 to $M_n(\mathbb{F})$, which act on a hypercube $T = (a_{ijk})_{i,j,k}$ by:

$$\phi^v_1(T) = \left( \sum_{i=0}^{n-1} v_i a_{ijk} \right)_{j,k}$$
$$\phi^v_2(T) = \left( \sum_{j=0}^{n-1} v_j a_{ijk} \right)_{i,k}$$
$$\phi^v_3(T) = \left( \sum_{k=0}^{n-1} v_k a_{ijk} \right)_{i,j}$$

We call $\phi^v_m$ a projection of $T$. If $v \neq 0$ we say this projection is non-trivial.

Definition 2.10. A hypercube is said to be non-singular if every non-trivial projection is a non-singular matrix.
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Note that these definitions are a special case of the larger theory of tensors, but we will not need this theory for the purposes of this work. See [52] for more on this.

We can see now from the definitions above that \( L_v = \phi_1^v(T_A) \) and \( R_v = \phi_\omega^v(T_A) \), and hence

\[
L_A = \{ \phi_1^v(T_A) : v \in F^n \}
\]

\[
R_A = \{ \phi_\omega^v(T_A) : v \in F^n \}.
\]

Knuth [46] showed that \( A \) is a semifield if and only if \( T_A \) is non-singular. Knuth also showed that there is an action of the symmetric group \( S_3 \) on hypercubes which preserves nonsingularity: given an element \( \pi \in S_3 \) and a hypercube \( T = (a_{ijk})_{i,j,k} \), define

\[
T^\pi := (a_{\pi(ijk)})_{i,j,k}.
\]

Then by ([46] Theorem 4.3.1), \( T^\pi \) is non-singular if and only if \( T \) is non-singular. Hence given a semifield \( S \) with associated hypercube \( T \), we can define up to six semifields \( \{S^\pi\} \) with associated hypercubes \( \{T^\pi\} \). We define the Knuth orbit of a semifield to be the set of isotopy classes

\[
\mathcal{K}(S) := \{ [S^\pi] : \pi \in S_3 \}.
\]

If two semifields lie in the same Knuth orbit, we say that they are Knuth derivatives of each other. The semifield \( S^{(23)} \) is usually called the transpose of \( S \), and the semifield \( S^{(12)} \) is usually called the dual of \( S \). The dual of \( S \) is equal to the opposite algebra of \( S \).

2.2.3 Commutative semifields and symmetric matrices

Let \( S \) be a semifield, and let \( T = (a_{ijk})_{i,j,k} \) be the associated hypercube. Then it is clear that \( S \) is commutative if and only if \( a_{ijk} = a_{jik} \) for all \( i, j, k \). Consider then the semifield \( S^{(132)} \), and its spread set

\[
L_{S^{(132)}} = \{ \phi_3^v(T) : v \in V \} \subset M_n(F).
\]
As $T$ is non-singular, every element of this set is an invertible matrix. Moreover, as it is the spread set of a semifield, it is an $n$-dimensional constant rank $n$ subspace of $M_n(F)$. We can see that every element of this set is symmetric, since

$$\left[\phi_3^v(T)\right]^T = \left(\sum_{k=0}^{n-1} v_k a_{ijk}\right)_{i,j}$$

$$= \left(\sum_{k=0}^{n-1} v_k a_{ijk}\right)_{i,j}$$

$$= \phi_3^v(T)$$

Hence we get the following known result [42]:

**Theorem 2.11.** Let $F$ be a field. Then there exists an $n$-dimensional constant rank $n$ subspace of $S_n(F)$ if and only if there exists a commutative semifield $n$-dimensional over $F$.

This gives us the following simple corollary on constant rank subspaces of symmetric matrices over finite fields:

**Corollary 2.12.** Let $\mathbb{F}_q$ be any finite field. Then there exists an $r$-dimensional constant rank $r$ subspace of $S_n(\mathbb{F}_q)$.

**Proof.** We know that every finite field has an extension field of degree $r$ for all $r$. Hence by Theorem 2.11 there exists an $r$-dimensional constant rank $r$ subspace of $S_r(\mathbb{F}_q)$, and for $r \leq n$ we can embed this space into $S_n(\mathbb{F}_q)$ simply by addending the appropriate zero matrices. This clearly does not affect the dimension or the rank, proving the claim.

**Remark 2.13.** Commutative semifields have important applications in areas such as cryptography, due to their connection with so-called Dembowski-Ostrom polynomials. See for example [18] for more on this.
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Constant rank subspaces of symmetric and hermitian matrices

In this chapter we will investigate constant rank subspaces of symmetric and hermitian matrices over finite fields. We provide optimal bounds in the hermitian case, and bounds in the symmetric case that are optimal in some cases. We will then consider some constant rank subspaces of symmetric matrices over arbitrary fields.

3.1 Counting theorem for subspaces of function spaces

Let $\mathbb{F}$ be a field, and $\Omega$ some non-empty set. The $\mathbb{F}$-valued function space on $\Omega$ is the set of functions from $\Omega$ to $\mathbb{F}$, and is denoted by $\mathbb{F}^\Omega$. We can easily impose a vector space structure on $\mathbb{F}^\Omega$ as follows: given an element $\alpha \in \mathbb{F}$ and a function $f \in \mathbb{F}^\Omega$, define the function $\alpha f$ by

$$(\alpha f)(\omega) := \alpha(f(\omega))$$

for all $\omega \in \Omega$.

Example 3.1. Let $V$, $V'$ be $n,m$-dimensional vector spaces over $\mathbb{F}$ respectively, and let $W$ be an $n$-dimensional vector space over $\mathbb{K}$, where $\mathbb{K}$ is a degree two extension...
of \( \mathbb{F} \). Recall that we are assuming \( m \leq n \) throughout.

- A bilinear form \( B \) is an element of the function space \( \mathbb{F}^{V' \times V} \), and the set of all bilinear forms is a subspace of \( \mathbb{F}^{V' \times V} \).

- A quadratic form \( Q \) is an element of the function space \( \mathbb{F}^{V} \), and the set of all quadratic forms is a subspace of \( \mathbb{F}^{V} \).

- A hermitian form \( H \) is an element of the function space \( \mathbb{K}^{W \times W} \), and the set of all hermitian forms is an \( \mathbb{F} \)-subspace of \( \mathbb{K}^{W \times W} \), but not a \( \mathbb{K} \)-subspace.

- A quadratic hermitian form \( h \) is an element of the function space \( \mathbb{F}^{W} \), and the set of all quadratic hermitian forms is a subspace of \( \mathbb{F}^{W} \).

By the above correspondence, we can also consider

\[
M_{m \times n}(\mathbb{F}) \simeq B_{m \times n}(\mathbb{F}) \leq \mathbb{F}^{V' \times V};
\]
\[
H_n(\mathbb{F}) \simeq h_n(\mathbb{F}) \leq \mathbb{F}^{W},
\]

and if \( q \) is odd,
\[
S_n(\mathbb{F}) \simeq Q_n(\mathbb{F}) \leq \mathbb{F}^{V}.
\]

As in Section 1.2.4, we denote by \( N_f(\alpha) \) the number of elements \( \omega \in \Omega \) such that \( f(\omega) = \alpha \).

Let \( U \) be an \( \mathbb{F} \)-subspace of \( \mathbb{F}^{\Omega} \). We define

\[
N_U(0) := |\{ \omega \in \Omega \mid f(\omega) = 0 \ \forall f \in U \}|.
\]

We will call such an element a common zero of \( U \). In this section we will prove a general expression for \( N_U(0) \), which we will then apply to subspaces of bilinear, quadratic and quadratic hermitian forms, eventually leading to our main result of this section on constant rank subspaces. The proof is a generalization of a result of Fitzgerald and Yucas [27].

**Theorem 3.2.** Let \( \mathbb{F}_q \) be a finite field, \( \Omega \) a finite set, and \( U \) a \( d \)-dimensional subspace of \( \mathbb{F}_q^{\Omega} \). Then

\[
N_U(0) = \frac{\left( \sum_{f \in U} N_f(0) \right) - q^{d-1} |\Omega|}{q^{d-1}(q-1)}
\]

(3.1)
Proof. Let \( \{f_1, f_2, \ldots, f_d\} \) be an \( F_q \)-basis for \( U \). Define a map \( \mu : \Omega \to F_q^d \) by

\[
\mu(\omega) := (f_1(\omega), f_2(\omega), \ldots, f_d(\omega))
\]

for \( \omega \in \Omega \). Then

\[
N_U(0) = |\{\omega \in \Omega | \mu(\omega) = (0, 0, \ldots, 0)\}|
\]

For each \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_d) \in F_q^d \), define \( f_\lambda \in U \) by

\[
f_\lambda := \lambda_1 f_1 + \lambda_2 f_2 + \ldots + \lambda_d f_d.
\]

Then given \( \omega \in \Omega \), we have

\[
f_\lambda(\omega) = \sum_{i=1}^d \lambda_i f_i(\omega) = \lambda \cdot \mu(\omega),
\]

where the dot denotes the usual dot product. Denote \( \lambda^\perp = \{v \in F_q^d | \lambda \cdot v = 0\} \). Then \( f_\lambda(\omega) = 0 \) if and only if \( \mu(\omega) \in \lambda^\perp \).

Hence the number of zeros of \( f_\lambda \) is given by

\[
N_{f_\lambda}(0) = \sum_{\nu \in \lambda^\perp} |\{\omega | \mu(\omega) = \nu\}|.
\]

We now sum this equation over all \( \lambda \in F_q^d \), giving

\[
\sum_{f \in U} N_f(0) = \sum_{\lambda \in F_q^d} N_{f_\lambda}(0) = \sum_{\lambda \in F_q^d} \sum_{\nu \in \lambda^\perp} |\{\omega | \mu(\omega) = \nu\}|.
\]

Next we reverse the order of summation, exploiting the fact that \( \nu \in \lambda^\perp \) if and only if \( \lambda \in \nu^\perp \), giving

\[
\sum_{f \in U} N_f(0) = \sum_{\nu \in F_q^d} \sum_{\lambda \in \nu^\perp} |\{\omega | \mu(\omega) = \nu\}|.
\]

Now \( |\nu^\perp| \) is equal to \( q^d \) if \( \nu = 0 \), and \( q^{d-1} \) otherwise. Hence

\[
\sum_{f \in U} N_f(0) = q^d |\{\omega | \mu(\omega) = 0\}| + q^{d-1} \sum_{\nu \neq 0} |\{\omega | \mu(\omega) = \nu\}|.
\]

But we know that \( |\{\omega | \mu(\omega) = 0\}| = N_U(0) \), and

\[
\sum_{\nu \neq 0} |\{\omega | \mu(\omega) = \nu\}| = |\Omega| - N_U(0).
\]
Therefore
\[ \sum_{f \in U} N_f(0) = q^d N_U(0) + q^{d-1}(|\Omega| - N_U(0)). \]
Rearranging and solving for \( N_U(0) \) gives
\[ N_U(0) = \frac{\left( \sum_{f \in U} N_f(0) \right) - q^{d-1}|\Omega|}{q^{d-1}(q - 1)}, \]
as claimed. \( \square \)

### 3.2 Bounds for constant rank subspaces

#### 3.2.1 Bilinear forms

We now apply Theorem 3.2 to subspaces of bilinear forms, and use the resulting formula to obtain new proof for Theorem 1.6.

**Lemma 3.3.** Let \( B \) be a bilinear form defined on \( V' \times V \), where \( V', V \) is \( m,n \)-dimensional over \( \mathbb{F}_q \) respectively, and \( m \leq n \). Suppose \( B \) has rank \( r \). Then the number of zeros of \( B \) is given by
\[ N_B(0) = q^m q^{n-r} - r + q^m. \]

**Proof.** Define \( v^\perp = \{ u \mid B(u, v) = 0 \} \). Then \( N_B(0) = \sum_v |v^\perp| \). Now if \( v \in \text{rad}_r(B) \), then \( |v^\perp| = q^m \). If \( v \notin \text{rad}_r(B) \), then \( |v^\perp| = q^{m-1} \). Hence
\[ N_B(0) = q^m |\text{rad}_r(B)| + q^{m-1}(q^n - |\text{rad}_r(B)|) \]
\[ = q^m q^{n-r} + q^{m-1}(q^n - q^{n-r}) \]
\[ = q^{m+n-r-1}(q^r + q - 1). \]
as claimed. \( \square \)

**Theorem 3.4.** Let \( U \) be a \( d \)-dimensional subspace of \( M_{m \times n}(\mathbb{F}_q) \). Let \( A_r \) denote the number of elements of \( U \) of rank \( r \). Then
\[ N_U(0) = \sum_{r=0}^{m} A_r q^{m+n-d-r}. \]
Proof. We will view $U$ as a subspace of $\mathbb{F}^{V' \times V}$. We know from Lemma 3.3 that the number of zeros of a bilinear form depends only on rank, and so

$$
\sum_{f \in U} N_f(0) = \sum_{r=0}^{n} A_r q^{m+n-r-1} (q^r + q - 1) = q^{m+n-1} \left( \sum_{r=0}^{n} A_r \right) + \sum_{r=0}^{n} A_r q^{m+n-r-1} (q - 1).
$$

Now $\sum_{r} A_r = q^d$, and $|\Omega| = |V' \times V| = q^{m+n}$. Hence

$$
\left( \sum_{f \in U} N_f(0) \right) - q^{d-1}|\Omega| = \sum_{r=0}^{n} A_r q^{m+n-r-1} (q - 1).
$$

Applying Theorem 3.2 gives us

$$
N_U(0) = \frac{\sum_{r=0}^{n} A_r q^{m+n-r-1}(q - 1)}{q^{d-1}(q - 1)} = \sum_{r=0}^{n} A_r q^{m+n-d-r},
$$

as claimed. \Halmos

We can now provide a new proof to Theorem 1.6:

**Theorem 3.5.** Let $U$ be a constant rank $r$ subspace of $M_{m \times n}(\mathbb{F}_q)$. Then

$$
\dim(U) \leq m + n - r.
$$

**Proof.** As above, view $U$ as a subspace of $\mathbb{F}^{V' \times V}$. Let $d = \dim(U)$. Then $A_0 = 1$, $A_r = q^d - 1$, and $A_i = 0$ otherwise. Hence Theorem 3.4 gives us

$$
N_U(0) = q^{m+n-d} + (q^d - 1)q^{m+n-d-r} = q^{m+n-d-r}(q^r + q^d - 1).
$$

But $N_U(0)$ is a positive integer, and $q^r + q^d - 1$ is a positive integer relatively prime to $q$, and hence $q^{m+n-d-r}$ must be a positive integer. This implies that $d \leq m + n - r$, as claimed. \Halmos
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Note that elements of the form \((u, 0)\) and \((0, v)\) are zeros of every bilinear form. We will call these ‘trivial’, and see that we have \(q^n + q^n - 1\) of these. Suppose \(m = n = d = r\), i.e. suppose we have an \(n\times n\) invertible matrices. Then \(N_U(0) = 2q^n - 1\), implying that \(U\) has no non-trivial common zeros.

Suppose \(m = n\), \(r = n - 1\), and \(d = n + 1\). Then \(N_U(0) = q^{n+1} + q^{n-1} - 1 = (2q^n - 1) + q^{n-1}(q - 1)^2\), implying that \(U\) has \(q^{n-1}(q - 1)^2\) non-trivial common zeros.

3.2.2 Hermitian forms

We now apply Theorem 3.2 to subspaces of hermitian forms, and use the resulting formula to obtain an upper bound for the dimension of a constant rank subspace of hermitian forms. This bound will be shown to be sharp.

**Theorem 3.6.** Let \(U\) be a \(d\)-dimensional subspace of quadratic hermitian forms on \(W\), where \(W\) be a vector space \(n\)-dimensional over \(\mathbb{F}_{q^2}\). Let \(A_r\) denote the number of elements of \(U\) of rank \(r\). Then

\[
N_U(0) = \sum_{r=0}^{n} (-1)^r A_r q^{2n-d-r}.
\]

**Proof.** Consider \(U\) as a subspace of \(\mathbb{F}_{q^2}^W\). By Theorem 1.18 we know that if \(h \in U\) has rank \(r\), then \(N_h(0) = q^{2n-1} + (-1)^r q^{2n-r-1}(q - 1)\). Hence

\[
\sum_{h \in U} N_h(0) = \sum_{r=0}^{n} A_r (q^{2n-1} + (-1)^r q^{2n-r-1}(q - 1))
\]

\[
= q^{2n+d-1} + \sum_{r=0}^{n} A_r (-1)^r q^{2n-r-1}(q - 1),
\]

using the fact that \(\sum_r A_r = q^d\). We know that \(|\Omega| = |W| = q^{2n}\), and so

\[
\left(\sum_{h \in U} N_h(0)\right) - q^{d-1}|\Omega| = \sum_{r=0}^{n} (-1)^r A_r q^{2n-r-1}(q - 1).
\]
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Inputting this formula into equation 3.1 gives us

\[ N_U(0) = \sum_{r=0}^{n} (-1)^r A_r q^{2n-r-1}(q-1) \frac{q^{d-1}}{q-1} \]

\[ = \sum_{r=0}^{n} (-1)^r A_r q^{2n-r-d}, \]

as claimed. \[ \Box \]

The number \( N_U(0) \) is a positive integer, as the zero vector is clearly isotropic with respect to every form. The above Theorem 3.6 leads to the following result in the spirit of the Chevalley-Warning Theorem (see for example [54], Theorem 6.5):

**Corollary 3.7.** Suppose we have \( d \) quadratic hermitian forms defined on \( W \cong \mathbb{F}_{q^n} \).

Then if \( n > d \), the forms have a non-trivial common zero. More precisely, the number of common zeros is divisible by \( q^{n-d} \).

**Proof.** We may suppose that the forms are linearly independent over \( \mathbb{F}_q \). Let \( U \) be the \( \mathbb{F}_q \)-subspace spanned by these forms. We have that

\[ N_U(0) = q^{n-d} \left( \sum_{r=0}^{n} (-1)^r A_r q^{n-r} \right). \]

Each \( A_r \) is an integer, and as \( r \leq n \), \( q^{n-r} \) is also an integer for all \( r \). Hence the expression inside the brackets above is an integer, proving the claim. \[ \Box \]

In fact we can improve this divisibility property further. Let \( r_{\text{max}} \) denote the maximum rank of elements of \( U \), i.e. the largest \( r \) such that \( A_r \neq 0 \). Then

\[ N_U(0) = q^{2n-d-r_{\text{max}}} \left( \sum_{r=0}^{n} (-1)^r A_r q^{r_{\text{max}}-r} \right), \]

and so the number of common zeros is divisible by \( q^{2n-d-r_{\text{max}}} \).

We are now ready to prove our main theorem on the maximum dimension of a constant rank subspace of hermitian matrices, or equivalently, subspaces of (quadratic) hermitian forms.
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**Theorem 3.8.** Let $U$ be an $\mathbb{F}_q$-subspace of $H_n(\mathbb{F}_q)$ of constant rank $r$ and dimension $d$. Then

$$d \leq \begin{cases} r & \text{if } r \text{ is odd} \\ 2n - r & \text{if } r \text{ is even} \end{cases}$$

**Proof.** Following the notation above, we have that $A_r = q^{d} - 1$, $A_0 = 1$ and $A_i = 0$ otherwise. Inserting these values into the formula from Theorem 3.6 gives us that

$$N_U(0) = q^{2n-d} + (-1)^r(q^d - 1)q^{2n-r-d}.$$  

If $r$ is odd, we have

$$N_U(0) = q^{2n-r-d}(q^r - q^d + 1).$$

But $N_U(0)$ must be a positive integer, and hence $q^r - q^d + 1$ must be a positive integer, implying $d \leq r$ as claimed.

If $r$ is even, we have

$$N_U(0) = q^{2n-r-d}(q^r + q^d - 1).$$

Now $q^r + q^d - 1$ is a positive integer, and is relatively prime to $q$. Hence $q^{2n-r-d}$ must also be a positive integer, implying $d \leq 2n - r$ as claimed.  

We now show that these bounds are sharp.

**Lemma 3.9.** Suppose there exists a constant rank $k$ subspace $U$ of $M_{m \times (n-m)}(\mathbb{K})$ which is $d$-dimensional over $\mathbb{K}$. Then there exists a constant rank $2k$ subspace $U'$ of $H_n(\mathbb{F})$ which is $2d$-dimensional over $\mathbb{F}$.

**Proof.** Let $U'$ be the set of elements of the form

$$\begin{pmatrix} 0_m & A \\ A^T & 0_{n-m} \end{pmatrix},$$

for all $A \in U$. Then it is straightforward to see that each element of $U'$ is Hermitian and has rank $2k$. Furthermore, $U'$ is clearly a subspace of dimension $2d$ over $\mathbb{F}$.  

Hence we have our main theorem of this section:

**Theorem 3.10.** The maximum dimension of a constant rank $r$ subspace of $H_n(\mathbb{F}_q)$ is precisely $r$ if $r$ is odd, and $2n - r$ if $r$ is even.
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Proof. We know from Corollary 2.12 that there exists an $r$-dimensional constant rank $r$ subspace of $S_n(F_q) \leq H_n(F_q)$ for all $r$. Let $r = 2m$ be even. We know from Theorem 1.4 that there exists a constant rank $n - m$ subspace of $M_{m \times (n-m)}(F_q^2)$ which has dimension $n - m$ over $F_q^2$. Hence by Lemma 3.9 there exists a constant rank $r$ subspace of $H_n(F_q)$ which has dimension $2(n-m) = 2n - r$ over $F_q$. These two constructions, together with the bound proved in Theorem 3.8 prove the assertion.

3.2.3 Quadratic forms

We now obtain similar formulae for subspaces of quadratic forms.

Theorem 3.11. Let $U$ be a $d$-dimensional subspace of quadratic forms on $V \times V$, where $V$ is a vector space $n$-dimensional over $F_q$. When $0 \neq r$ is even, let $A_r^\epsilon$ denote the number of elements of $U$ of rank $r$ and type $\epsilon$. When $r$ is odd, let $A_r$ denote the number of elements of $U$ of rank $r$, and define $A_0^+ = 1$, $A_0^- = 0$ for ease of notation. Then

$$N_U(0) = \sum_{r \text{ even}} (A_r^+ - A_r^-)q^{n-d-r}.$$

Proof. By Theorem 1.17, and using $\sum_{r \text{ odd}} A_r^\epsilon + \sum_{r \text{ even}} (A_r^+ + A_r^-) = q^d$, we have that

$$\sum_{Q \in U} N_Q(0) = \sum_{r \text{ odd}} A_r q^{n-1} + \sum_{r \text{ even}} \left( (A_r^+ + A_r^-)q^{n-1} + (A_r^+ - A_r^-)q^{n-\frac{d}{2}-1}(q-1) \right)$$

$$= q^{n+d-1} + \sum_{r \text{ even}} (A_r^+ - A_r^-)q^{n-\frac{d}{2}-1}(q-1).$$

Now $|\Omega| = |V| = q^n$, and so

$$\left( \sum_{Q \in U} N_Q(0) \right) - q^{d-1}|\Omega| = \sum_{r \text{ even}} (A_r^+ - A_r^-)q^{n-\frac{d}{2}-1}(q-1).$$

Hence by Theorem 3.2 we have

$$N_U(0) = \frac{\sum_{r \text{ even}} (A_r^+ - A_r^-)q^{n-\frac{d}{2}-1}(q-1)}{q^{d-1}(q-1)}$$

$$= \sum_{r \text{ even}} (A_r^+ - A_r^-)q^{n-d-\frac{d}{2}},$$

as claimed. \qed
Consider now constant rank subspaces of $Q_n(F_q)$. We know that $Q_n(F_q)$ is an $F_q$-subspace of $H_n(F_q)$. Hence we know from 3.8 that if $U$ is a constant rank $r$ subspace, where $r$ is odd, then $U$ has dimension at most $r$, and by Corollary 2.12 there exists a subspace meeting this bound. The results for constant rank $r$ subspaces of $Q_n(F_q)$ are not as complete for $r$ even, due to the fact that the distribution amongst positive and negative type element is required. However, we can make some progress with some assumptions on the distribution.

**Theorem 3.12.** Let $U$ be a $d$-dimensional constant rank $r$ subspace of $Q_n(F_q)$, where $r$ is even. Then

$$d \leq n - \frac{r}{2}$$

if $\epsilon(Q) = 1$ for all non-zero $Q \in U$,

$$d \leq \frac{r}{2}$$

if $\epsilon(Q) = -1$ for all non-zero $Q \in U$, and

$$d \leq n$$

if $U$ contains equal number of non-zero elements of each type.

**Proof.** Suppose $\epsilon(Q) = \epsilon$ for all $Q \in U$. Then $A_0 = 1, A_+^r = q^d - 1,$ and $A_i, A_i^\pm = 0$ otherwise. Hence by Theorem 3.11 we have

$$N_U(0) = q^{n-d} + \epsilon(q^d - 1)q^{n-d-\frac{r}{2}}.$$ 

If $\epsilon = 1$, then

$$N_U(0) = q^{n-d-\frac{r}{2}}(q^\frac{r}{2} + q^d - 1).$$

But $N_U(0)$ is a positive integer, and the number inside the brackets above is a positive integer relatively prime to $q$, implying that $d \leq n - \frac{r}{2}$, as claimed.

If $\epsilon = -1$ then

$$N_U(0) = q^{n-d-\frac{r}{2}}(q^\frac{r}{2} - q^d - 1),$$

implying that $d \leq \frac{r}{2}$.

If $U$ contains equal number of non-zero elements of each type, then $A_0 = 1, A_+^r = A_r^\ominus = \frac{q^d - 1}{2},$ and $A_i, A_i^\pm = 0$ otherwise. Hence

$$N_U(0) = q^{n-d},$$
implying \( d \leq n \), as claimed. \( \square \)

We can construct subspaces meeting the bound for cases (1) and (2) for \( q \) odd. We start with case (1):

**Lemma 3.13.** Suppose \( \text{char}(\mathbb{F}) \neq 2 \), and suppose there exists a constant rank \( m \) subspace \( U \) of \( M_{m \times (n-m)}(\mathbb{F}) \) which is \( d \)-dimensional over \( \mathbb{F} \). Then there exists a constant rank \( 2m \) subspace \( U' \) of \( S_n(\mathbb{F}) \) which is \( d \)-dimensional over \( \mathbb{F} \), and in which every non-zero element has positive type.

**Proof.** Let \( U' \) be the set of elements of the form

\[
\begin{pmatrix}
0_m & A \\
A^T & 0_{n-m}
\end{pmatrix},
\]

for all \( A \in U \). Then it is straightforward to see that each element of \( U' \) is symmetric and has rank \( 2k \). Furthermore, \( U' \) is clearly a subspace of dimension \( d \) over \( \mathbb{F} \).

Now an element \( X \in S_n(\mathbb{F}) \) of rank \( 2m \) has positive type if and only if there exists an \((n-m)\)-dimensional subspace of \( V \) which is totally isotropic with respect to \( Q_X \). It is clear that the subspace of vectors of the form \( (0, 0, \ldots, 0, v_{m+1}, \ldots, v_n) \) forms such a subspace, proving the claim. \( \square \)

**Corollary 3.14.** Suppose \( r = 2m \) is even and \( q \) is odd. Then the maximum dimension of a constant rank \( r \) subspace of \( S_n(\mathbb{F}_q) \) where every non-zero element has positive type, is precisely \( n - m \).

**Proof.** We know from Theorem 1.4 that there exists a constant rank \( m \) subspace of \( M_{m \times (n-m)}(\mathbb{F}_q) \) which has dimension \( n - m \) over \( \mathbb{F}_q \). Hence by Lemma 3.13 there exists a constant rank \( r \) subspace of \( S_n(\mathbb{F}_q) \) which has dimension \( n - m \) over \( \mathbb{F}_q \). This construction, together with the bound proved in Theorem 3.12 prove the assertion. \( \square \)

We now show that the bound described in Theorem 3.12, case (2) is sharp. To do this, we begin by recalling some facts about the embedding of a field into a matrix ring.
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Suppose that we embed the field $\mathbb{F}_{q^{2m}}$ into $M_{2m}(\mathbb{F}_q)$ by its regular representation over $\mathbb{F}_q$. Then we obtain an $2m$-dimensional subspace, $U$, say, of $M_{2m}(\mathbb{F}_q)$ in which each non-zero element is invertible. Given $S \in U$, we have

$$\det S = N(S),$$

where we identify $S$ with an element of $\mathbb{F}_{q^{2m}}$ and $N$ denotes the norm mapping from $\mathbb{F}_{q^{2m}}^\times$ to $\mathbb{F}_q^\times$.

**Theorem 3.15.** Let $m$ be a positive integer. Then there exists an $m$-dimensional subspace of $S_{2m}(\mathbb{F}_q)$ in which each non-zero element has rank $2m$ and negative type.

**Proof.** We first recall that an invertible symmetric matrix $S$ in $S_{2m}(\mathbb{F}_q)$ satisfies $w(S) = -1$ if and only if $\det S$ is a non-square in $\mathbb{F}_q^\times$, except when $m$ is odd and $q \equiv 3 \pmod{4}$, in which case the condition is that $\det S$ is a square.

We consider the field $\mathbb{F}_{q^{2m}}$ and its subfield $\mathbb{F}_{q^m}$. Let

$$N : \mathbb{F}_{q^{2m}}^\times \to \mathbb{F}_q^\times$$

be the norm mapping, which is well known to be a surjective homomorphism. We claim that each element $x \in \mathbb{F}_{q^m}^\times$ is a square in $\mathbb{F}_{q^{2m}}^\times$. To prove this, we must show that

$$x^{(q^{2m}-1)/2} = 1.$$  

This is clear, however, since $x^{q^m-1} = 1$ and hence

$$x^{(q^{2m}-1)/2} = x^{(q^m-1)(q^m+1)/2} = 1,$$

as required. Thus, since $N$ is a homomorphism, $N(x)$ is a square in $\mathbb{F}_q^\times$.

Finally, consider an embedding of $\mathbb{F}_{q^{2m}}$ into $S_{2m}(\mathbb{F}_q)$ by symmetric matrices. Let $U$ be the image of $\mathbb{F}_{q^m}$ under this embedding. $U$ is a subspace of dimension $m$ in which each non-zero element has rank $2m$ and square determinant, by what we have proved above. Thus if $m$ is odd and $q \equiv 3 \pmod{4}$, $U$ is a subspace of $S_{2m}(\mathbb{F}_q)$ with the required property. In all other cases, let $w$ be an element of $\mathbb{F}_{q^{2m}}$ with $N(w)$ a non-square in $\mathbb{F}_q^\times$. Then $Uw$ is a subspace with the required property (here, we think of $w$ as a symmetric matrix in the embedding of $\mathbb{F}_{q^{2m}}$ into $S_{2m}(\mathbb{F}_q)$).
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Hence we have:

**Corollary 3.16.** Suppose \( r = 2m \) is even and \( q \) is odd. Then the maximum dimension of a constant rank \( r \) subspace of \( S_n(F_q) \) where every non-zero element has negative type, is precisely \( m \).

It is not clear how many elements of each type occur in a constant rank subspace.
In general, they do not always fall into one of the above categories. For example, consider the 5-dimensional subspace \( U \) of \( S_5(F_3) \) consisting of the linear span of the matrices

\[
\begin{pmatrix}
2 & 2 & 2 & 1 & 2 \\
2 & 2 & 1 & 2 & 2 \\
2 & 1 & 0 & 1 & 1 \\
1 & 2 & 1 & 2 & 0 \\
2 & 2 & 1 & 0 & 0
\end{pmatrix}, \quad
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0
\end{pmatrix}, \quad
\begin{pmatrix}
0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 2 & 0 \\
0 & 0 & 0 & 2 & 2 \\
1 & 2 & 2 & 1 & 0 \\
1 & 0 & 2 & 0 & 0
\end{pmatrix},
\]

A computer calculation shows that \( U \) is a 5-dimensional constant rank 4 subspace, containing 220 elements of positive type and 22 elements of negative type.

**Remark 3.17.** As stated in Section 1.3.2, a constant even rank space of quadratic forms (or equivalently for \( q \) odd, symmetric matrices) gives rise to a two-weight code, and, if the code is projective, a strongly regular graph. This example above leads to a \((243, 220, 199, 200)\)-strongly regular graph. While a strongly regular graph with these parameters was already known, it is not known if this graph is isomorphic to a previously known graph. It is possible that large constant even rank subspaces of symmetric matrices could lead to interesting strongly regular graphs.

**Remark 3.18.** While Theorem 3.12 holds for subspaces of quadratic forms over fields of even characteristic, it does not give any information about subspaces of symmetric matrices over these fields. This remains a topic for future investigation.
3.3 Constant rank 3 spaces of symmetric matrices over arbitrary fields

In this section we will consider constant odd rank subspaces of symmetric matrices over different fields, with particular focus on constant rank 3 subspaces.

3.3.1 Constant odd rank subspaces over $\mathbb{R}$

Recall the definition of the order of a polynomial $f = \sum f_i y^i$:

$$\text{ord}(f) := \inf\{i \mid f_i \neq 0\}$$

**Lemma 3.19.** Let $A$ be an element of $S_n(\mathbb{R})$, and let $\text{char}(A) = \sum_{i=0}^{n} a_i y^i$. Then $\text{rank}(A) = n - \text{ord}(\text{char}(A))$.

**Proof.** It is well known that every real symmetric matrix is similar to a diagonal matrix. Hence $A$ is similar to $\text{diag}(b_1, b_2, \ldots, b_n)$ for some $b_i \in \mathbb{R}$, and $\text{rank}(A) = \#\{i \mid b_i \neq 0\}$. Therefore $\text{char}(A) = \prod_{i=1}^{n} (y - b_i)$, and hence the largest power of $y$ dividing $\text{char}(A)$ is $\#\{i \mid b_i = 0\} = n - \text{rank}(A)$. Hence $\text{ord}(\text{char}(A)) = n - \text{rank}(A)$, proving the claim.

Hence we have the following result, which is not assumed to be new:

**Lemma 3.20.** Suppose $U$ is a constant rank $r$ subspace of $S_n(\mathbb{R})$, where $r$ is odd. Then $\dim(U) \leq 1$.

**Proof.** Suppose $U$ has dimension $d$, and let $\{E_1, E_2, \ldots, E_d\}$ be a basis of $U$. Then

$$\text{char}(\sum_{i=1}^{d} x_i E_i) = \det(y - \sum_{i=1}^{d} x_i E_i) = y^d + \sum_{i=0}^{n} f_i(x_1, x_2, \ldots, x_d) y^{n-i}$$

where $f_i$ is a homogeneous polynomial of degree $i$ in $\mathbb{R}[x_1, x_2, \ldots, x_d]$. By Lemma 3.19, $f_i \equiv 0$ for $i \leq r$, and $f_r$ has no non-trivial zeros (for otherwise $U$ would contain elements of rank not equal to $r$). But it is well known that any homogeneous polynomial of odd degree in $\mathbb{R}[x_1, x_2, \ldots, x_d]$ has a non-trivial zero unless $d = 1$, proving the result.
Note that the same result holds for any real closed field, as the proof only relies on the fact that every symmetric matrix is diagonalizable, and the fact that every homogeneous polynomial of odd degree has a non-trivial zero, both of which hold true for real closed fields.

### 3.3.2 Constant rank 3 subspaces of symmetric matrices over arbitrary fields

It seems reasonable to ask if a constant rank $r$ subspace of symmetric matrices over an arbitrary field has dimension at most $r$ when $r$ is odd. We have proved this is true for a finite field, and an application of the Kronecker pair theory, discussed below, shows that over an algebraically closed field, the maximum dimension of an odd constant rank subspace of symmetric matrices is 1. As an indication that a general result for all fields might be true, we shall present a proof that, over an arbitrary field, the maximum dimension of a constant rank 3 subspace of symmetric matrices is 3.

Let $V$ be a finite dimensional vector space over the field $F$ and let $f$ and $g$ be symmetric bilinear forms defined on $V \times V$. A basic result in the theory of bilinear forms, due essentially to Kronecker, shows that there is a decomposition

$$V = V_1 \perp V_2 \perp V_3$$

of $V$ into subspaces $V_1$, $V_2$ and $V_3$. This decomposition is orthogonal with respect to both $f$ and $g$: that is, $f(v_i, v_j) = 0$ for all $v_i \in V_i \neq V_j \ni v_j$, and the same holds true for $g$. See for example [71], Theorem 3.1.

We may choose the notation so that $f$ is non-degenerate on $V_1$, $g$ is non-degenerate on $V_2$, and $V_3$ is the orthogonal direct sum (with respect to $f$ and $g$) of basic singular subspaces. We allow the possibility that any of the $V_i$ is a zero subspace and also that $g$ is non-degenerate on $V_1$, or $f$ is non-degenerate on $V_2$.

A basic singular subspace $U$, say, with respect to $f$ and $g$, has odd dimension, $2k+1$, say, and the restriction of each of $f$ and $g$ to $U \times U$ has even rank $2k$. In fact, the subspace spanned by the restrictions of $f$ and $g$ forms a constant rank $2k$ subspace.
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Hence the restrictions of $f$ and $g$ to the subspace $V_3$ above span a constant rank $2s$ subspace for some $s$.

If $f$ and $g$ each have rank $r$, then the restrictions of $f$ and $g$ to $V_1 \perp V_2$ each have rank $r - 2s$. If $s = 0$, then $V_3$ is clearly contained in the radical of both $f$ and $g$.

We wish to show that if $f$ and $g$ span a constant rank 3 subspace, then we must have $s = 0$ and $\dim(V_3) = n - 3$, and hence $f$ and $g$ have the same radical.

**Lemma 3.21.** Let $f$ and $g$ be symmetric bilinear forms of rank $r$ defined on $V \times V$. Suppose there exists a decomposition $V = V_1 \perp V_2$ such that $f$ is non-degenerate on $V_1$ and $g$ is non-degenerate on $V_2$, and the decomposition is orthogonal with respect to both $f$ and $g$. If $|F| > r + 1$, then there exist $a, b \in F$ such that $af + bg$ is non-degenerate on $V$.

**Proof.** We can assume that

$$f = \begin{pmatrix} A_1 & 0 \\ 0 & A_2 \end{pmatrix}, \quad g = \begin{pmatrix} B_1 & 0 \\ 0 & B_2 \end{pmatrix},$$

where $A_1$ and $B_1$ are $n_1 \times n_1$ symmetric matrices, and $A_1$ is invertible, and $A_2$ and $B_2$ are $n_2 \times n_2$ symmetric matrices, and $B_2$ is invertible. Furthermore, we may take

$$A_2 = \begin{pmatrix} A'_2 & 0 \\ 0 & 0 \end{pmatrix}, \quad B_1 = \begin{pmatrix} B'_1 & 0 \\ 0 & 0 \end{pmatrix},$$

where $A'_2$ is an $(r - n_1) \times (r - n_1)$ invertible symmetric matrix, and $B'_1$ is an $(r - n_2) \times (r - n_2)$ invertible symmetric matrix. Consider then

$$F(x, y) := \det(xf + yg) \quad (3.2)$$

$$= \det(xA_1 + yB_1) \det(xA_2 + yB_2) \quad (3.3)$$

$$=: F_1(x, y)F_2(x, y). \quad (3.4)$$

We want to show that $F$ is not identically zero over $F$. Then we can see that $F_1$ is homogeneous of degree $n_1$, and has degree $r - n_2$ in $y$. Hence $F_1$ is divisible by $x^{n_1 + n_2 - r}$. Similarly $F_2$ is divisible by $y^{n_1 + n_2 - r}$, and so

$$F(x, y) = (xy)^{n_1 + n_2 - r}F'(x, y),$$
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where $F'$ is homogeneous of degree $r$, which is not divisible by $x$ or $y$. Define a polynomial $G$ in $x$ by

$$G(x) := F(x, 1) = x^{n_1+n_2-r}F'(x, 1).$$

Then $G(a) = 0$ if and only if $a = 0$ or $a$ is a root of a polynomial of degree $r$. If $|\mathbb{F}| > r + 1$, there exists some $a$ such that $G(a) \neq 0$, and hence $af + g$ is non-degenerate on $V$, as claimed.

**Corollary 3.22.** Let $f$ and $g$ be symmetric bilinear forms defined on $V \times V$ such that $\text{rank}(af + bg) = r$ for all $a, b \in \mathbb{F}$, $a$ and $b$ not both zero. Suppose there exists a decomposition $V = V_1 \perp V_2$ such that $f$ is non-degenerate on $V_1$ and $g$ is non-degenerate on $V_2$, and the decomposition is orthogonal with respect to both $f$ and $g$. If $|\mathbb{F}| > r + 1$, then $\dim(V) = r$.

**Proof.** From Lemma 3.21 we know that there exists $a, b \in \mathbb{F}$ such that $af + bg$ is non-degenerate on $V$. But as $\text{rank}(af + bg) = r$ for all $(a, b) \neq (0, 0)$, we have that $\dim(V) = r$, as claimed.

This implies that $f$ and $g$ span a two-dimensional constant rank $r$ subspace of symmetric bilinear forms on an $r$-dimensional space.

**Corollary 3.23.** Let $f$ and $g$ be symmetric bilinear forms defined on $V \times V$ such that $\text{rank}(af + bg) = 3$ for all $a, b \in \mathbb{F}$, $a$ and $b$ not both zero. Then if $|\mathbb{F}| > 4$, $f$ and $g$ have the same radical.

**Proof.** Let $V = V_1 \perp V_2 \perp V_3$ be the decomposition as above. Suppose $f$ and $g$ have rank $2s$ on $V_3$, and hence rank $r - 2s$ on $V_1 \perp V_2$. Clearly we must have $s \in \{0, 1\}$. Denote the restriction of $f$ and $g$ to $V_1 \perp V_2$ by $f'$ and $g'$ respectively. Then $f'$ and $g'$ satisfy the conditions of the previous corollary, and so we must have $\dim(V_1 \perp V_2) = r - 2s$. If $s = 1$, then $\dim(V_1 \perp V_2) = 1$. But then $f'$ and $g'$ span a two-dimensional constant rank 1 subspace of $1 \times 1$ symmetric matrices, which is not possible. Hence $s = 0$, and so $V_3$ is contained in the radical of both $f$ and $g$, and $V_3$ has co-dimension 3 in $V$, implying that $\text{rad}(f) = \text{rad}(g) (= V_3)$, as claimed. \qed
The following example shows that the hypothesis on the size of the field is necessary.
Suppose that $|\mathbb{F}| \leq 3$ and $f$ and $g$ are respectively represented by the matrices
\[\begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}.\]
All non-trivial linear combinations of $f$ and $g$ have rank 3, yet $f$ and $g$ have different radicals.

**Corollary 3.24.** Let $U$ be a subspace of symmetric bilinear forms defined on $V \times V$, where $V$ is a finite dimensional vector space over the field $\mathbb{F}$. Suppose that each non-zero element of $U$ has rank 3. Then if $|\mathbb{F}| > 4$, we have
\[\dim U \leq 3\]
and each non-zero element of $U$ has the same radical.

**Proof.** It follows from Lemma 3.23 that each non-zero element of $U$ has the same radical, $R$, say, when $|\mathbb{F}| > 4$. Let $N$ be a complement of $R$ in $V$. Then $\dim N = 3$ and it is clear that the restriction of $U$ to $N \times N$ defines a subspace $U'$, say, of symmetric bilinear forms on $N \times N$ with
\[\dim U = \dim U'.\]
Each element of $U'$ is non-degenerate so $U'$ is a constant rank 3 subspace of $3 \times 3$ matrices, and it follows that
\[\dim U' \leq 3.\]
This is what we wanted to prove. 

Theorem 3.8 and Corollary 3.24 imply the following result.

**Corollary 3.25.** Let $U$ be a subspace of $S_n(\mathbb{F})$. Suppose that each element of $U^\times$ has rank 3. Then $\dim U \leq 3$. 
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Remark 3.26. In this chapter we have seen that the dimension of a constant rank 3 subspace of $S_n(F)$ is at most 3 for any field $F$, and also that the dimension of a constant rank $r$ subspace of $S_n(F_q)$ at most $r$ for any odd $r$ and any finite field $F_q$. This suggests that result may hold true for any odd $r$ and any field $F$. However, this question remains open at this time.
Chapter 4

Primitive elements in finite semifields

In this chapter, we prove the existence of left and right primitive elements in semifields of prime degree over their centre \( \mathbb{F}_q \), for \( q \) large enough. For this chapter, by \textit{semifield} we will always mean \textit{finite semifield}.

4.1 Primitive elements

Let \( S \) be a (pre)semifield \( n \)-dimensional over \( \mathbb{F}_q \), and \( a \) an element of \( S \). For this chapter we will denote multiplication in \( S \) by juxtaposition. We recursively define the left powers of \( a \) by

\[
a^{(1)} = a; \\
a^{(i)} = aa^{(i-1)}
\]

for all \( i > 1 \). We define the right powers \( a^i \) of \( a \) similarly. The left and right powers do not coincide in general.

**Definition 4.1.** A (pre)semifield \( S \) is said to be left primitive if there exists some \( a \in S \) such that

\[
S^\times = \{a^{(i)} : i = 1, \ldots, q^{n-1}\}.
\]
If such an $a$ exists, we say that $a$ is a left primitive element of $S$.

We define right primitive similarly.

It is well known that every finite field is left and right primitive ([54], Theorem 2.8). Wene [73] considered the existence of primitive elements of finite semifields, and showed that they exist in many small semifields. Rúa [64] showed that Knuth’s binary semifield [47] of order 32 does not contain a left or right primitive element. Knuth’s binary semifields consist of elements of the field $\mathbb{F}_{q^n}$ for $q$ even, $n$ odd, with multiplication defined by

$$x \star y = xy + (\text{Tr}(x)y + \text{Tr}(y)x)^2.$$  

(Note: for $q = 2$, $n$ up to 23, all others have primitive elements by computer calculation.)

Rúa and Hentzel [33] showed that for order 32 and 64 there exist semifields which are left primitive but not right primitive (and vice-versa), and also semifields which are neither left nor right primitive. No other examples of non-primitive semifields are known.

In this chapter we will prove the following theorem:

**Theorem 4.2.** Let $S$ be a semifield, $n$-dimensional over its centre $\mathbb{F}_q$. Then

(a) if $n = 3$, for any $q$, $S$ is both left and right primitive;

(b) if $n$ is prime and $q$ is large enough, $S$ is both left and right primitive.

### 4.1.1 Primitive elements as invertible matrices

Let $S$ be a (pre)semifield $n$-dimensional over its centre $\mathbb{F}_q$. We saw in section 2.2 that the set of endomorphisms of left (resp. right) multiplication $L_S$ (resp. $R_S$) can be represented as an $n$-dimensional constant rank $n$ subspace of $M_n(\mathbb{F}_q)$.

Given a matrix $A \in M_n(\mathbb{F}_q)$, the characteristic polynomial of $A$ is defined as

$$\text{char}(A) := \det(yI - A) \in \mathbb{F}_q[y].$$
Let $F_q(A)$ denote the $F_q$-subspace of $M_n(F_q)$ spanned by the powers of $A$. Then it is well known ([54] Section 2.5) that

- $F_q(A)$ is a field isomorphic to $F_{q^n}$ if and only if $\text{char}(A)$ is irreducible.
- $A$ is a primitive element of $F_q(A)$ if and only if $\text{char}(A)$ is primitive.

Hence $\text{char}(A)$ is primitive if and only if $A^i \neq A^j$ for $0 \leq i < j < q^n - 1$.

We can exploit this using the following important lemma. An alternative proof of the result can be found in [33].

**Lemma 4.3.** Let $S$ be a (pre)semifield. Then $x$ is left primitive if and only if $L_x$ has primitive characteristic polynomial. Similarly, $x$ is right primitive if and only if $R_x$ has primitive characteristic polynomial over $F_q$.

**Proof.** By definition, 

$$x(i) = L_x^{i-1}x.$$ 

Then for any $0 < i < j \leq q^n - 1$, we have $x(i) = x(j)$ if and only if $(L_x^{i-1} - L_x^{j-1})x = 0$.

Suppose $x$ is left primitive in $S$. Then $L_x^{i-1} \neq L_x^{j-1}$ for $0 < i < j \leq q^n - 1$. Hence $L_x$ has primitive characteristic polynomial.

Conversely, suppose $L_x$ has primitive characteristic polynomial. Then $(L_x^{i-1} - L_x^{j-1})$ is an invertible matrix for $0 < i < j \leq q^n - 1$. Hence $(L_x^{i-1} - L_x^{j-1})x \neq 0$, and so $x(i) \neq x(j)$ for $0 < i < j \leq q^n - 1$, implying $x$ is left primitive and thus proving the claim.

The proof for right primitive elements is similar. 

For the binary semifield of order 32 described above, one can check that the set of characteristic polynomials is given by \{char($L_x$)\} = \{y^5 + y + 1, y^5 + y^4 + y + 1, y^5 + y^4 + 1\}, none of which is primitive, as expected.

Note that if a (pre)semifield $S$ has a left identity element, i.e. an element $e$ such that $ex = x$ for all $x$, if and only if $I \in L_S$, where $I$ denotes the identity matrix. Similarly, $S$ has a right identity element if and only if $I \in R_S$. 

47
Hence to prove that every semifield of prime dimension \( n \) over its centre \( \mathbb{F}_q \) contains a left and right primitive element, it suffices to show that every \( n \)-dimensional constant rank \( n \) subspace of \( M_n(\mathbb{F}_q) \) containing the identity matrix has an element with primitive characteristic polynomial.

### 4.1.2 Homogeneous polynomials over finite fields

In this section, we investigate certain homogeneous polynomials defined in terms of \( n \)-dimensional constant rank \( n \) subspaces of \( M_n(\mathbb{F}_q) \). We begin with a general definition.

Let \( \mathbb{F} \) be a field, \( \mathbb{K} \) be an extension field of \( \mathbb{F} \), and let \( g \in \mathbb{K}[x_1, \ldots, x_n] \) be a polynomial with coefficients in \( \mathbb{K} \). Let \( \sigma \) be an automorphism of \( \mathbb{K} \) fixing \( \mathbb{F} \). Then we let \( g^\sigma \) denote the polynomial obtained by applying \( \sigma \) to each coefficient of \( g \).

**Definition 4.4.** Let \( \mathbb{K} \) be a cyclic extension of degree \( n \) of the field \( \mathbb{F} \) and let \( \sigma \) generate the Galois group of \( \mathbb{K} \) over \( \mathbb{F} \). Let \( f \) be a non-zero homogeneous polynomial of degree \( n \) in \( \mathbb{F}[x_1, \ldots, x_n] \). We say that \( f \) is a norm form (with respect to \( \mathbb{K} \)) if there exists a basis \( a_1, \ldots, a_n \) for \( \mathbb{K} \) over \( \mathbb{F} \) with

\[
    f = g g^\sigma \cdots g^{\sigma^{n-1}},
\]

where

\[
    g = a_1 x_1 + \cdots + a_n x_n \in \mathbb{K}[x_1, \ldots, x_n].
\]

Suppose that \( f \) is a norm form, as above, and the coefficient of \( x_1^n \) in \( f \) is 1. Then it follows that

\[
    1 = a_1 a_1^\sigma \cdots a_1^{\sigma^{n-1}}.
\]

We set

\[
    b_i = a_i^{-1} a_i, \quad 1 \leq i \leq n.
\]

It is clear that \( b_1 = 1, b_2, \ldots, b_n \) is a basis for \( \mathbb{K} \) over \( \mathbb{F} \) and we may write

\[
    f = h h^\sigma \cdots h^{\sigma^{n-1}},
\]
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where
\[ h = x_1 + b_2x_2 + \cdots + b_nx_n. \]
Thus, under the given hypothesis that the coefficient of \( x_1^n \) in \( f \) is 1, we may represent the norm form \( f \) as a product of Galois conjugate linear polynomials in which the coefficient of \( x_1 \) in each is 1.

Note that when we state that \( f \in \mathbb{F}_q[x_1,\ldots,x_n] \) is a norm form of degree \( n \), it can only be such with respect to \( \mathbb{F}_{q^n} \) and then we may take \( \sigma \) to be the Frobenius automorphism \( \lambda \to \lambda^q \) of \( \mathbb{F}_{q^n} \).

### 4.1.3 Associated polynomial of semifields

Let \( U \) be an \( n \)-dimensional constant rank \( n \) subspace of \( M_n(\mathbb{F}_q) \), containing the identity. Let \( B = \{E_1,\ldots,E_n\} \) be an ordered \( \mathbb{F}_q \)-basis for \( U \). We know from Section 2.2 that every such \( U \) is the semifield spread set \( L_S \) of some (pre)semifield \( S \).

**Definition 4.5.** Let \( U \) and \( B \) be as above. Then the associated polynomial of \( U \) with respect to \( B \) is the polynomial given by
\[ f_{U,B}(x_1,x_2,\ldots,x_n) := \det(x_1E_1 + \cdots + x_nE_n). \]

If we use a different basis \( B_1 \), say, of \( U \), the corresponding polynomial \( f_{U,B_1} \) is obtained from \( f_{U,B} \) by making an invertible linear transformation on the variables and is thus an equivalent polynomial.

It follows that such properties of the associated polynomials as being irreducible or a norm form are independent of the choice of basis and depend only on the subspace.

By abuse of language, we shall henceforth talk of the associated polynomial of \( U \) to be that obtained for an arbitrary choice of ordered basis \( B \) in which the first basis element \( E_1 \) is the identity matrix and we shall write \( f_U \) in place of \( f_{U,B} \).

We note the following properties of \( f_U \).
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(1) \( f_U \) is a homogeneous polynomial of degree \( n \).

(2) \( f_U \) has no non-trivial zeros over \( \mathbb{F}_q \), as all non-zero elements of \( U \) are invertible.

(3) The coefficient of \( x_1^n \) is 1 (since \( E_1 = I \)).

(4) If \( X = \lambda_1 E_1 + \lambda_2 E_2 + \ldots + \lambda_n E_n \), \( \lambda_i \in \mathbb{F}_q \), and \( \text{char}(X) \) is the characteristic polynomial of \( X \), then
\[ \text{char}(X) = \det(yI - X) = f_U(y - \lambda_1, -\lambda_2, \ldots, -\lambda_n) \in \mathbb{F}_q[y]. \]

Following the notation introduced in Section 2.2, let
\[ L_{\mathbb{F}_q^n} = \{ L_z \mid z \in \mathbb{F}_q^n \} \]
be the semifield spread set of \( \mathbb{F}_q^n \), an \( n \)-dimensional subspace of \( M_n(\mathbb{F}_q) \). Given \( z \in \mathbb{F}_q^n \), the eigenvalues of \( L_z \) are
\[ z, z^q, \ldots, z^{q^{n-1}} \]
and consequently the characteristic polynomial of \( L_z \) is
\[ \prod_{i=0}^{n-1} (y - z^{q^i}). \]

**Theorem 4.6.** Let \( U \) be an \( n \)-dimensional constant rank \( n \) subspace of \( M_n(\mathbb{F}_q) \), containing the identity matrix. Let \( \{ E_1 = I, \ldots, E_n \} \) be an ordered \( \mathbb{F}_q \)-basis for \( U \) and let \( f_U \) be the associated polynomial of \( U \) with respect to this basis. Suppose that \( f_U \) is a norm form, with
\[ f = g g^q \cdots g^{q^{n-1}}, \]
where \( g = x_1 + a_2 x_2 + \cdots + a_n x_n \) and 1, \( a_2, \ldots, a_n \) is an \( \mathbb{F}_q \)-basis for \( \mathbb{F}_q^n \). Given elements \( \lambda_1, \ldots, \lambda_n \) of \( \mathbb{F}_q \), let
\[ A = \lambda_1 E_1 + \lambda_2 E_2 + \cdots + \lambda_n E_n, \quad z = \lambda_1 + \lambda_2 a_2 + \cdots + \lambda_n a_n \]
be corresponding elements in \( U \) and \( \mathbb{F}_q^n \), respectively. Then \( A \) and \( L_z \) have the same characteristic polynomial.
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Proof. By property 4, after Definition 4.5 above,

\[ \text{char}(A) = \det(yI - A) = f_U(y - \lambda_1, -\lambda_2, \ldots, -\lambda_n) \]

\[ = \prod_{i=0}^{n-1} (y - \lambda_1 - \lambda_2a_2 - \ldots - \lambda_na_n)^{\sigma_i} \]

\[ = \prod_{i=0}^{n-1} (y - z)^{\sigma_i} = \prod_{i=0}^{n-1} (y - z^{q^i}). \]

As we observed earlier, this is the characteristic polynomial of \( L_z \).

\[ \square \]

Corollary 4.7. Let \( U \) be an \( n \)-dimensional constant rank \( n \) subspace of \( M_n(\mathbb{F}_q) \), containing the identity matrix. Suppose that the associated polynomial \( f_U \) is a norm form. Then each monic irreducible polynomial of degree \( n \) in \( \mathbb{F}_q[y] \) occurs as the characteristic polynomial of exactly \( n \) elements of \( U \).

Hence we have the following immediate consequence of Corollary 4.7 and Lemma 4.3:

Corollary 4.8. Let \( S \) be a semifield \( n \)-dimensional over \( \mathbb{F}_q \). Suppose that the associated polynomial \( f_L_S \) is a norm form. Then \( S \) contains a left primitive element. Similarly, if \( f_R_S \) is a norm form, then \( S \) contains a right primitive element.

4.2 Primitive element theorems

We now apply some known results on norm forms to obtain the main results of this chapter on primitive elements.

Recall the definition of a generalized twisted field \( \text{GT}(\mathbb{F}_{q^n}, k, m, \gamma) \) from Definition 2.3. Menichetti ([56], Corollaries 29,32) proved the following theorem:

Theorem 4.9. Let \( S \) be a semifield \( n \)-dimensional over \( \mathbb{F}_q \). Then \( f_{L_S} \) (resp. \( f_{R_S} \)) is a norm form if and only if \( S \) is isotopic to a generalized twisted field \( \text{GT}(\mathbb{F}_{q^n}, k, m, \gamma) \) for \( \gcd(n, k) = \gcd(n, m) \).

Hence Theorem 4.9 and Corollary 4.8 give us the following theorem:
Theorem 4.10. Let $S$ be a generalized twisted field $\text{GT}(\mathbb{F}_{q^n}, k, m, \gamma)$, where $\gcd(n, k) = \gcd(n, m)$. Then $S$ contains both a left and right primitive element.

Remark 4.11. Note that our theorem does not apply to all twisted fields. However, this does not preclude the possibility that all twisted fields contain left and right primitive elements.

Remark 4.12. Rúa proved the above theorem for $n = 3$ in [64], by explicitly considering the multiplication in a twisted field. Our above proof does not require any knowledge of the multiplication, as it depends only on the fact that the associated polynomial is a norm form.

For some values of $q$ and $n$, all semifields of size $q^n$ with centre $\mathbb{F}_q$ have associated polynomials which are norm forms, as shown by Menichetti, and hence are both left and right primitive. We will discuss these cases now, beginning with the well known Lang-Weil bound:

Theorem 4.13 (Lang-Weil). Let $f$ be an absolutely irreducible homogeneous polynomial in $\mathbb{F}_q[x_1, \ldots, x_n]$ of degree $d$. Let $N$ be the number of zeros of $f$ over $\mathbb{F}_q$. Then $N$ satisfies

$$|N - q^{n-1}| \leq (d - 1)(d - 2)q^\frac{n-3}{2} + Cq^{n-2}$$

for some $C$ which does not depend on $q$.

When originally proved, the Lang-Weil theorem, [50], was ineffective, as explicit bounds for $C$ were not available. More recently, explicit bounds for $C$ have been proven. See, for example, [30]. As far as we know, the best bound currently available was proved by Cafure and Matera, [9], Theorem 5.2.

Theorem 4.14 (Cafure and Matera). Let $f$ be as above. Then

$$|N - q^{n-1}| \leq (d - 1)(d - 2)q^\frac{n-3}{2} + 5d^{13}q^{n-2}$$

Hence if $q$ is large enough, a homogeneous polynomial $f$ of degree $n$ in $\mathbb{F}_q[x_1, \ldots, x_n]$ which has no non-trivial zeroes cannot be absolutely irreducible. If $n$ is prime, this implies that $f$ must be a norm form. Here “$q$ is large enough” means that $q$ satisfies the equation

$$q^{n-1} - 1 > (n - 1)(n - 2)q^\frac{3}{2} + 5n^{13}q^{n-2}.$$
The above sketches the proof of the following theorem:

**Theorem 4.15.** Let \( f \) be a homogeneous polynomial of degree \( n \) in \( \mathbb{F}_q[x_1, \ldots, x_n] \). Suppose \( f \) has no non-trivial zero in \( \mathbb{F}_q \). Then

(a) if \( n = 3 \), for any \( q \), \( f \) is a norm form;

(b) if \( n \) is prime and \( q \) is large enough, \( f \) is a norm form.

Case (a) was essentially known to Dickson, [24], whose proof was later corrected by Carlitz, [11]. Case (b) is due to [56], Proposition 17 (where the theorem is stated in terms of hypersurfaces in projective spaces). Hence Theorem 4.15 and Corollary 4.8 give us:

**Theorem 4.16.** Let \( S \) be a semifield, \( n \)-dimensional over its centre \( \mathbb{F}_q \). Then

(a) if \( n = 3 \), for any \( q \), \( S \) is both left and right primitive;

(b) if \( n \) is prime and \( q \) is large enough, \( S \) is both left and right primitive.

**Remark 4.17.** As an example, if we take \( n = 5 \), the condition “\( q \) large enough” becomes \( q > 6296 \), i.e. any semifield 5-dimensional over its centre \( \mathbb{F}_q \) for \( q > 6296 \) has both a left and right primitive element. For \( q < 6296 \), we only know that the theorem does not hold for \( q = 2 \), and does hold for \( q = 3 \).

**Remark 4.18.** Note that Corollary 4.7 implies that if the associated polynomial of a semifield \( S \) which is \( n \)-dimensional over its centre \( \mathbb{F}_q \) is a norm form, then every monic irreducible polynomial of degree dividing \( n \) occurs as the characteristic polynomial of an element of \( L_S \).

However, this is not a necessary condition for a semifield to be left primitive. For example, Knuth’s binary semifield \( S \) of order \( 2^7 \) contains left (and right) primitive elements, but not every irreducible polynomial of degree 7 over \( \mathbb{F}_2 \) occurs as the characteristic polynomial of an element of \( L_S \). Furthermore, the \( L_S \) contains (non-identity) elements whose characteristic polynomial is not irreducible.

**Remark 4.19.** It is well known that every finite field contains a primitive element. Little is known about the existence of primitive elements in other families of semifields. See for example [13], [73].
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Semifields from skew-polynomial rings

In this chapter we will introduce a particular construction for semifields using skew-polynomial rings. We will show that these are isotopic to cyclic semifields as defined by Jha and Johnson in [40], and use this representation to obtain new results. We will also discuss this construction over arbitrary fields, and show how it is connected to some classical constructions of algebras.

In this chapter $\mathbb{F}$ will denote a field, $\mathbb{K}$ an extension field of $\mathbb{F}$ of degree $n$, $\sigma$ an $\mathbb{F}$-automorphism of $\mathbb{K}$ fixing precisely $\mathbb{F}$, and $V$ a vector space of dimension $d$ over $\mathbb{K}$ (and hence dimension $nd$ over $\mathbb{F}$).

5.1 Skew-polynomial rings

Let $\mathbb{F}$ be a field, $\mathbb{K}$ an extension field, $\sigma$ an $\mathbb{F}$-automorphism of $\mathbb{K}$. We define a $\sigma$-derivation to be an $\mathbb{F}$-linear map $\delta : \mathbb{K} \to \mathbb{K}$ such that

$$(ab)^{\delta} = a^{\sigma}b^{\delta} + a^{\delta}b$$

for all $a, b \in \mathbb{K}$. The following definition is due to Ore [61]:
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**Definition 5.1.** The skew polynomial ring $R = \mathbb{K}[t; \sigma, \delta]$ is defined to be the set of polynomials in $t$ with coefficients in $\mathbb{K}$, where addition is defined termwise, and multiplication is defined by $ta = a^\sigma t + a^\delta$ for all $a \in \mathbb{K}$.

Note that the definition in [61] actually allows the coefficient ring $\mathbb{K}$ to be a division ring rather than a field. However, for the purposes of this work we will restrict to the case where $\mathbb{K}$ is a field.

Furthermore, we will restrict to the case where $\delta = 0$, because of the following theorem of Jacobson [38] Prop 1.2.20:

**Theorem 5.2.** Let $R = \mathbb{K}[t; \sigma, \delta]$ be a skew-polynomial ring over a field $\mathbb{K}$, and suppose $\sigma \neq \text{id}$. Then $R$ is isomorphic to $\mathbb{K}[t; \sigma', 0]$ for some $\sigma'$.

We will denote $\mathbb{K}[t; \sigma, 0]$ by $\mathbb{K}[t; \sigma]$. We will denote the fixed field of $\sigma$ by $\mathbb{F}$, and the order of $\sigma$ by $n$. We define degree in the usual way, and say that an element $f$ is irreducible in $R$ if there do not exist any $a, b \in R$ with $\deg(a), \deg(b) < \deg(f)$ such that $f = ab$. The following important properties of skew-polynomial rings will be needed in this chapter:

**Theorem 5.3** (Ore [61]). Let $R = \mathbb{K}[t; \sigma]$ be a skew-polynomial ring. Then

1. multiplication in $R$ is associative and $R$ satisfies both distributive laws;
2. multiplication in $R$ is not commutative unless $\sigma$ is the identity automorphism;
3. $R$ is left- and right-Euclidean;
4. $R$ is a left- and right-principal ideal domain;
5. the centre of $R$ is $\mathbb{F}[t^n; \sigma] \simeq \mathbb{F}[y]$, where $\mathbb{F}$ is the fixed field of $\sigma$ and the isomorphism maps $t^n$ to $y$;
6. if $f_1, f_2, \ldots, f_r, g_1, g_2, \ldots, g_s$ are irreducible elements of $R$, and

$$ f_1 f_2 \ldots f_r = g_1 g_2 \ldots g_s $$

then $r = s$ and there is a permutation $\pi \in S_r$ such that $\deg(f_i) = \deg(g_{\pi(i)})$ for all $i$. 
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Note that properties (1),(3),(4) and (6) also hold for $R = \mathbb{K}[t;\sigma,\delta]$.

Hence we can define a semifield as follows:

**Theorem 5.4.** Let $V$ be the vector space consisting of elements of $R$ of degree strictly less than $d$. Let $f \in R$ be an irreducible of degree $d$. Define a multiplication $\circ_f$ on $V$ by

\[
a \circ_f b := ab \mod rf
\]

where juxtaposition denotes multiplication in $R$, and ‘mod r’ denotes remainder on right division by $f$. Then $S_f = (V, \circ_f)$ is semifield of dimension $nd$ over $\mathbb{F}$.

**Proof.** This multiplication is well defined, as $R$ is right-Euclidean. We check that $S_f$ has no zero divisors. Suppose $a, b \in S_f$, and $a \circ_f b = 0$. This implies $\exists h \in S_f$ such that $ab = hf$. Comparing degrees, part (6) of Theorem 5.3 gives a contradiction unless $a$ or $b$ is the zero polynomial. The other properties of a semifield are easily verified. Obviously $S_f$ has dimension $d$ over $\mathbb{K}$, and hence dimension $nd$ over $\mathbb{F}$. □

This construction was considered by Ore [60] and Jacobson [35] in order to define a class of associative algebras, known as cyclic algebras. Though they did not consider non-associative structures, the fact that the above construction leads to a multiplication with no zero divisors was essentially known to them. Petit [63] then explicitly constructed non-associative algebras in this manner. This point will be further discussed in Section 5.2 below.

**Remark 5.5.** Note that for any $0 \neq \alpha \in \mathbb{K}$, the polynomials $f$ and $\alpha f$ define the same semifield.

**Remark 5.6.** Note that defining the multiplication using remainder on left division by $f$ also defines a semifield. However, in Section 5.1.2 we will show that the semifields obtained are Knuth derivatives of each other.

For the rest of this chapter we will write $\text{mod}$ for $\text{mod}_r$ unless otherwise stated, and write $\text{divides}$ for right divides.
5.1.1 Eigenring and nuclei

**Definition 5.7.** Let $f$ be an irreducible element of $R$ of degree $d$. Define the eigenring of $f$ by

$$E(f) = \{ u \in R \mid \deg(u) < d, \ f \text{ divides } fu \}$$

**Theorem 5.8.** [63] Let $f$ be a monic irreducible element of $R$ of degree $d$, and let $S_f$ be the semifield as defined above. Then

$$N_r(S_f) = E(f)$$

and

$$E(f) = S_f \iff f \in Z(R)$$

where $Z(R)$ denotes the centre of $R$.

**Proof.** First we will prove the second assertion. Suppose $E(f) = S_f$. Let

$$f = \sum_{i=0}^{d} f_i t^i$$

where $f_i \in \mathbb{K}$, and $f_d = 1$ as $f$ is monic. As $t \in E(f)$ by assumption, we must have $ft \equiv 0 \mod f$. But then

$$ft \mod f = ft - tf = \sum_{i=0}^{d} (f_i - f_i^\sigma) t^i = 0,$$

implying that $f_i = f_i^\sigma$ for all $i$, and so $f_i \in \mathbb{F}$ for all $i$. Now as $\alpha \in E(f)$ for all $\alpha \in \mathbb{K}$, we have

$$fa \mod f = f\alpha - \alpha^{\sigma f} f = \sum_{i=0}^{d} (\alpha^{\sigma^i} - \alpha^{\sigma^d}) f_i t^i = 0,$$

implying that for each $i$ we have $f_i = 0$ or $\alpha^{\sigma^i} = \alpha^{\sigma^d}$ for all $a \in \mathbb{K}$. As $f$ is irreducible, we must have $f_0 \neq 0$ (for otherwise $t$ would divide $f$). Hence if $f_i \neq 0$, ...
we have $\alpha^{\sigma^i} = \alpha$ for all $\alpha \in K$, and so $\sigma^i = \text{id}$. Hence if $f_i \neq 0$ then $n$ divides $i$. Therefore $f \in F[t^n; \sigma] = Z(R)$, as claimed.

Conversely, if $f \in Z(R)$ then clearly $fu = uf$ is divisible by $f$ for all $u$, and so $E(f) = \mathbb{S}_f$.

We now show that $N_r(\mathbb{S}_f) = E(f)$. For any $a, b, c \in F$ of degree less than $d = \deg(f)$ we can find unique $u, v, w, z \in R$ of degree less than $d$ such that

$$ab = uf + v,$$

and

$$bc = wf + z,$$

i.e. $a \circ_f b = v$, $b \circ_f c = z$. Then

$$(a \circ_f b) \circ_f c = v \circ_f c = vc \mod f,$$

while

$$a \circ_f (b \circ_f c) = a \circ_f z = az \mod f.$$

But as $R$ is associative, we have that

$$ufc + vc = (ab)c = a(bc) = awf + az,$$

and hence

$$az = ufc + vc \mod f.$$

Therefore

$$(a \circ_f b) \circ_f c = a \circ_f (b \circ_f c) \Leftrightarrow ufc = 0 \mod f.$$

Let $c$ be in the right nucleus. One can choose $a, b$ such that $u = 1$. Then $fc = 0 \mod f$, implying that $c \in E(f)$. Conversely, if $c \in E(f)$ then $ufc = 0 \mod f$ for all $u$, and hence $c$ is in the right nucleus, as claimed.

Hence we get the following corollary:

**Corollary 5.9.** [63] $\mathbb{S}_f$ is associative if and only if $f \in Z(R)$.

We will see in Lemma 6.7 that if $K$ is a finite field, then every element of $Z(R)$ is reducible. This is also implied by the Wedderburn-Dickson theorem, for otherwise we would obtain a non-commutative finite division algebra. We will see in Section 5.2 however that such elements can exist over infinite fields.
Theorem 5.10. [63] Suppose $f$ is a monic irreducible element of $R = \mathbb{K}[t; \sigma]$ such that $f \notin Z(R)$. The left and middle nuclei of $S_f$ are given by

$$N_l(S_f) = N_m(S_f) = (\mathbb{K}).1$$

i.e. they are the set of constant polynomials, and the centre is

$$Z(S_f) = (\mathbb{F}).1.$$ 

Proof. Let $a, b, c \in R$, and $u, v, w, z$ be as defined in the proof of Theorem 5.8. We saw that $(a \circ_f b) \circ_f c = a \circ_f (b \circ_f c) \iff ufc = 0 \mod f$.

We show that an element is in the left nucleus if and only if it has degree zero. First suppose $a$ has degree zero. Then for any $b$, $ab$ has degree strictly less than $d$, and hence $u = 0$ for all $b$. Therefore $ufc = 0 \mod f$ for all $b, c$, and so $a \in N_l$.

Suppose now $\deg(a) = r > 0$, and let $a_r$ be the leading coefficient of $a$. Let $b = \frac{1}{a_r}t^{d-r}$. Then $ab$ is monic, and has degree $d$, and so $u = 1$. Let $c$ be some element not in $E(f)$, i.e. $fc \neq 0 \mod f$. We know that such an element exists as $f \notin Z(R)$. Then $ufc = fc \neq 0 \mod f$, and so $a \notin N_l$.

The proof for $N_m$ is similar.

The centre is a subfield of $N_l$, and so consists of all constant polynomials which commute with $t$. Since $ta = \sigma t$ for all $a \in \mathbb{K}$, the centre is therefore equal to the fixed field of $\sigma$, which is $\mathbb{F}$.

The nuclei of $S_f$ were calculated in a different way by Dempwolff in [20], when he calculated the nuclei of cyclic semifields, which we will show in Section 5.2.4 to be equivalent to this construction.

5.1.2 Semifields from different skew-polynomial rings

In this section, we consider the isotopism problem for semifields constructed from different skew polynomial rings.
Consider the more general skew polynomial ring of the form $K[t; \sigma, \delta]$. As noted above, Jacobson showed that if $K$ is a field, then this ring is isomorphic to $K[t; \sigma']$ for some $\sigma'$. We will now illustrate this for finite fields.

For any $x \in K$ the map
$$\delta_x : a \mapsto x(a - a^\sigma)$$
is a $\sigma$-derivation. It is easily verified that for a finite field, every $\sigma$-derivation is of this form. The following theorem shows, $K[t; \sigma, \delta_x]$ is isomorphic to $K[t; \sigma]$ for all $x$, and hence the semifields obtained are isotopic.

**Theorem 5.11.** Let $R = K[t; \sigma]$ and $R' = K[t; \sigma, \delta_x]$ be skew-polynomial rings. Denote the multiplication in $R$ and $R'$ by $\circ$ and $\circ'$ respectively. Then $R$ and $R'$ are isomorphic via the map $\phi : R \to R'$ defined by
$$a(t) \mapsto a(t - x),$$
where the evaluation of $a(t - x)$ occurs in $R'$ (i.e. $\phi(t^i) = (t - x) \circ' (t - x)$). The map $\phi$ is linear and
$$\phi(a \circ b) = \phi(a) \circ' \phi(b)$$
for all $a, b \in R$.

**Proof.** Clearly by the definition of $\phi$, $\phi(t^i \circ t^j) = \phi(t^i) \circ' \phi(t^j)$ for all $i, j$, and $\phi(\alpha \circ \beta t^i) = \phi(\alpha) \circ' \phi(\beta t^i)$ for all $\alpha, \beta \in K$ and all $i$. Hence it suffices to show that
$$\phi(t \circ \alpha) = \phi(t) \circ' \phi(\alpha)$$
for all $\alpha \in K$. Now
$$\phi(t \circ \alpha) = \phi(\alpha t) = \phi(\alpha^\sigma) \circ' \phi(t) = \alpha^\sigma \circ' (t - x) = \alpha^\sigma t - x\alpha^\sigma$$
while
$$\phi(t) \circ' \phi(\alpha) = (t - x) \circ' \alpha = \alpha^\sigma t + x(\alpha - \alpha^\sigma) - x\alpha = \alpha^\sigma t - x\alpha^\sigma$$
and the result holds.

Note that defining the multiplication using remainder on left division by $f$ also defines a semifield. Denote this semifield by $fS$, and the multiplication by $'f^o'$. The following theorems show that the semifields obtained are Knuth derivatives of each other.
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Theorem 5.12. Let \( R = \mathbb{K}[t; \sigma] \) and \( R'' = \mathbb{K}[t; \sigma^{-1}] \) be skew-polynomial rings. Denote the multiplication in \( R \) and \( R'' \) by \( \circ \) and \( \circ'' \) respectively. Then \( R \) and \( R' \) are anti-isomorphic via the map \( \psi : R \to R' \) defined by

\[
\psi \left( \sum a_i t^i \right) = \sum a_i^{\sigma^{-i}} t^i,
\]
i.e.

\[
\psi(a \circ b) = \psi(b) \circ'' \psi(a)
\]

Proof. For any \( a, b \),

\[
\psi(a \circ b) = \psi \left( \sum_{i,j} a_i b_j^{\sigma^i} t^{i+j} \right)
= \sum_{i,j} a_i^{\sigma^{-i-j}} (b_j^{\sigma^i})^{\sigma^{-i-j}} t^{i+j}
= \sum_{i,j} (b_j^{\sigma^{-j}})(a_i^{\sigma^{-i}})^{\sigma^{-j}} t^{i+j}
= \sum_{i,j} \psi(b)_{j}(\psi(a)_{i})^{\sigma^{-j}} t^{i+j}
= \psi(b) \circ'' \psi(a),
\]
as claimed. \( \square \)

Corollary 5.13. Let \( R, R'' \) and \( \psi \) be as above. Let \( f \) be irreducible in \( R \). Then

1. \( \psi(f) \) is irreducible in \( R' \);
2. If \( S_f = R \mod Rf \), and \( \psi(f) S'' = R'' \mod \psi(f) R' \), then \( S_f \) and \( \psi(f) S'' \) are anti-isomorphic (and hence Knuth derivatives of each other).

Proof. (1) Clear, for if \( \psi(f) = \psi(a) \circ'' \psi(b) \), then by the previous theorem, \( f = b \circ a \). But then \( a \) or \( b \) must be a unit, and as \( \psi \) preserves degrees, \( \psi(a) \) or \( \psi(b) \) must be a unit.

(2) We claim that \( \psi \) is an anti-isomorphism from \( S_f \) to \( \psi(f) S'' \). Clearly \( \psi \) is a bijective linear map. We need to show that

\[
\psi(a \circ_f b) = \psi(b) \psi(f) \circ'' \psi(a),
\]

as claimed.
where

\[ a \circ_f b = a \circ b \mod f, \] and

\[ \psi(b) \circ_f \psi(a) = \psi(b) \circ' \psi(a) \mod \psi(f). \]

Let \( a \circ b = u \circ f + v \), where \( \deg(v) < d = \deg(f) \). Then using the above theorem we obtain

\[
\psi(a \circ_f b) = \psi(v)
= \psi(a \circ b - u \circ f)
= \psi(b) \circ'' \psi(a) - \psi(f) \circ'' \psi(u) = \psi(b) \circ'' \psi(a) \mod \psi(f)
= \psi(b) \circ(f) \circ'' \psi(a),
\]

as claimed. \( \square \)

Hence we have

\[
\{K(S_f) : f \text{ irreducible in } K[t; \sigma]\} = \{K(fS) : f \text{ irreducible in } K[t; \sigma^{-1}]\}.
\]

**Remark 5.14.** It is not clear when different skew polynomial rings \( R = K[t; \sigma] \) and \( R' = K[t; \sigma'] \) define isotopic semifields. It is a necessary condition that \( \sigma \) and \( \sigma' \) have the same order.

We will see in Section 5.2.4 that a result of Kantor and Liebler implies that every semifield \( S_f \) for \( f \in K[t; \sigma] \) is isotopic to \( S_{\bar{f}} \) for some \( \bar{f} \in K[t; \sigma^{-1}] \). Hence we have that

\[
\{[S_f] : f \text{ irreducible in } K[t; \sigma]\} = \{[S_{\bar{f}}] : f \text{ irreducible in } K[t; \sigma^{-1}]\}.
\]

Therefore combining this with the above result, we have

\[
\{K(S_f) : f \text{ irreducible in } K[t; \sigma]\} = \{K(fS) : f \text{ irreducible in } K[t; \sigma^{-1}]\}.
\]

### 5.2 Connections with known constructions

#### 5.2.1 Knuth semifields

We will now explicitly calculate the multiplication in \( S_f \) when \( f \) has degree 2 for illustrative purposes and for later comparison with previously known construc-
Suppose $f \in \mathbb{K}[t; \sigma]$ has degree $d$. Then it has been shown by Ore ([62] Theorem 3) that $f = \sum_i f_i t^i$ has a linear right divisor if and only if there exists an element $\alpha \in \mathbb{K}$ such that
\[ f_0 + f_1 \alpha + f_2 \alpha^{1+\sigma} + f_3 \alpha^{1+\sigma+\sigma^2} + \ldots + f_d \alpha^{1+\sigma+\ldots+\sigma^{d-1}} = 0. \]

Hence if $f = t^2 - xt - y$, then $f$ is irreducible if and only if
\[ \alpha^{\sigma+1} - x\alpha - y = 0 \]
has no solutions $\alpha \in \mathbb{K}$.

Suppose now $f = t^2 - xt - y$ is irreducible. Write elements $a + bt \in \mathbb{S}_f$ as a tuple $(a, b) \in \mathbb{K}^2$. Then
\[
(a + bt) (c + dt) = ac + (bc + ad)t + bd^{\sigma} t^2 \\
= ac + (bc + ad)t + bd^{\sigma} (f + xt + y) \\
\equiv (ac +xbd^{\sigma}) + (bc + ad + ybd^{\sigma}) t \mod f.
\]

Hence
\[ (a, b) \circ_f (c, d) = (ac +xbd^{\sigma}, ad + bc^{\sigma} + ybd^{\sigma}). \quad (5.1) \]

Similarly, if we let $f\mathbb{S}$ denote the semifield obtained by taking remainder on left division by $f$, then
\[ (a, b)_f \circ (c, d) = (ac +xb^{\sigma-1}d^{\sigma-2}, a^{\sigma}d + bc + ybd^{\sigma-1}). \quad (5.2) \]

In [46], section 7.4, Knuth defined four classes of semifields two-dimensional over $\mathbb{K}$. We will denote them by $(K1) - (K4)$. The multiplications are defined by
\begin{align*}
(K1) & \quad (ac +xb^{\sigma}d^{\sigma-2}, \quad bc + a^{\sigma}d + yb^{\sigma}d^{\sigma-1}) \\
(K2) & \quad (ac +xb^{\sigma}d, \quad \quad bc + a^{\sigma}d + yb^{\sigma}d) \\
(K3) & \quad (ac +xb^{\sigma-1}d^{\sigma-2}, \quad bc + a^{\sigma}d + ybd^{\sigma-1}) \\
(K4) & \quad (ac +xb^{\sigma-1}d, \quad bc + a^{\sigma}d + ybd)
\end{align*}

where we assume that $\alpha^{\sigma+1} + x\alpha - y = 0$ has no solutions $\alpha \in \mathbb{K}$.

Then comparing these with equations 5.1 and 5.2 gives us:
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Theorem 5.15. Let $f$ be an irreducible polynomial of degree 2 in $\mathbb{K}[t;\sigma]$. Then

- $S_f^{op}$ is a semifield of type $(K2)$.
- $fS$ is a semifield of type $(K3)$.

Note that the condition that $\alpha^{\sigma+1} + x\alpha - y = 0$ has no solutions $\alpha \in \mathbb{K}$ is equivalent to the condition that $f' = t^2 + xt - y$ is irreducible. But as we will see in the next section, the map $t \mapsto -t$ is an isomorphism of $\mathbb{K}[t;\sigma]$, and so $f = t^2 - xt - y$ is irreducible if and only if $f'$ is irreducible.

Hence we can see that these two families can be thought of as a special case of the construction using skew-polynomial rings. Knuth implicitly showed that these families are Knuth derivatives of each other, as noted in [4]. We see from Section 5.1.2 that that this is a special case of the more general fact that the families $\{S_f : f \text{ irreducible}\}$ and $\{fS : f \text{ irreducible}\}$ are Knuth derivatives of each other.

5.2.2 Cyclic algebras

Given a field $\mathbb{K}$, an automorphism $\sigma$ of $\mathbb{K}$ with fixed field $\mathbb{F}$, and a non-zero element $\gamma$ of $\mathbb{F}$, we define the cyclic algebra $(\mathbb{K},\sigma,\gamma)$ as follows: Let $\{e_0,e_1,\ldots,e_{d-1}\}$ be a $\mathbb{K}$-basis for the vector space $\mathbb{K}^d$. Define a multiplication on $\mathbb{K}^d$ by

$$e_i\alpha = \alpha^{\sigma^i}e_i$$

for all $\alpha \in \mathbb{K}$, and

$$e_ie_j = \begin{cases} e_{i+j} & \text{if } i + j < d \\ \gamma e_{i+j-d} & \text{if } i + j \geq d \end{cases}$$

As can be seen in ([38], Section 1.4), if we identify $e_i \leftrightarrow t^i$, then

$$(\mathbb{K},\sigma,\gamma) \simeq \frac{\mathbb{K}[t;\sigma]}{(t^n-\gamma)} \simeq S_{t^n-\gamma}.$$ 

Hence this construction is a special case of the above construction using skew-polynomial rings. As shown in Theorem 5.8, given a skew-polynomial ring $R$ and an element $f$, the algebra $S_f$ is associative if and only if $f$ is in the centre of $R$, and $S_f$ is a division algebra if and only if $f$ is irreducible in $R$. Hence the cyclic algebra $(\mathbb{K},\sigma,\gamma)$ is always associative, and is a division algebra if and only if $f \in Z(R)$. We
will see in Lemma 6.7 that for skew-polynomial rings over finite fields, every central element is reducible. However, over many fields this is not true, and much study has been done on the problem of deciding when a cyclic algebra is a division algebra. Cyclic division algebras have been used in space-time coding, e.g. in [59].

It is not clear whether irreducible elements must exist for all degrees in an arbitrary skew-polynomial ring. This remains a problem for future research.

5.2.3 Nonassociative analogues of cyclic algebras

Ore and Jacobson, when studying cyclic algebras, each considered structures obtained from the vector space of residue classes of \( R = \mathbb{K}[t; \sigma] \) modulo a left ideal \( Rf \). As they were interested only in associative algebras, they restricted to a substructure, the eigenring \( E(f) \). They each proved (in different ways) the following theorem ([60], p. 242 and [35], p. 201-202):

**Theorem 5.16.** If \( f \) is irreducible in \( R \), then \( E(f) \) is an associative division algebra.

As we have seen in the previous sections, if we choose a specific representative of each residue class (the unique element of degree less than \( \deg(f) \)), then the structure \( S_f \) obtained is a non-associative algebra. The theorem then extends to:

**Theorem 5.17.** If \( f \) is irreducible in \( R \), then \( S_f \) is a division algebra.

The proof relies only on the theorem of Ore (Theorem 5.3 above). Hence it is perhaps fair to say that the construction of the semifields \( S_f \) was, in essence, known to Ore and Jacobson.

Petit [63] explicitly constructed the semifields \( S_f \) in 1966, and calculated the nuclei. This work was brought to the author’s attention by W.M. Kantor subsequent to the original submission of this thesis.

Sandler [68] considered non-associative generalizations of cyclic algebras over finite fields. These can be seen to be precisely algebras of the form \( S_f \), where \( f = t^n - \gamma \in \mathbb{K}[t; \sigma] \) and \( \gamma \notin \mathbb{F} \). He showed that this defines a semifield if and only if \( \gamma \) does not lie in any proper subfield of \( \mathbb{K} \).
Jha and Johnson further generalized this by defining cyclic semifields, using the theory of semilinear transformations. We will now show that these semifields are precisely the semifields (isotopic to) semifields of the form $S_f, f \in R$.

### 5.2.4 Equivalence with cyclic semifields

**Definition 5.18.** A semilinear transformation on a vector space $V = \mathbb{K}^d$ is an additive map $T: V \to V$ such that

$$T(\alpha v) = \alpha^\sigma T(v)$$

for all $\alpha \in \mathbb{K}, v \in V$, for some $\sigma \in \text{Aut}(\mathbb{K})$. The set of invertible semilinear transformations on $V$ form a group called the general semilinear group, denoted by $\Gamma L(d, \mathbb{K})$.

Note that choosing a basis for $V$ gives us

$$T(v) = A(v^\sigma)$$

where $A$ is some invertible $\mathbb{K}$-linear transformation from $V$ to itself, $\sigma$ is an automorphism of $\mathbb{K}$, and $v^\sigma$ is the vector obtained from $v$ by applying the automorphism $\sigma$ to each coordinate of $v$ with respect to this basis.

**Definition 5.19.** An element $T$ of $\Gamma L(d, \mathbb{K})$ is said to be irreducible if the only $T$-invariant subspaces of $V$ are $V$ and $\{0\}$.

In [40] Jha and Johnson defined a semifield as follows.

**Theorem 5.20.** Let $T$ be an irreducible element of $\Gamma L(d, \mathbb{K})$. Fix a $\mathbb{K}$-basis $\{e_0, e_1, \ldots, e_{d-1}\}$ of $V$. Define a multiplication on $V$ by

$$a \circ b = a(T)b = \sum_{i=0}^{d-1} a_i T^i(b)$$

where $a = \sum_{i=0}^{d-1} a_i e_i$. Then $S_T = (V, \circ)$ defines a semifield.

We call a semifield $S_T$ a cyclic semifield. It is clear that the spread set of endomorphisms of left multiplication of $S_T$ is given by

$$L_{S_T} = \{ \sum_{i=0}^{d} a_i T^i : a_i \in \mathbb{K} \}.$$
We will show that these semifields are isotopic to the semifields constructed in the previous section.

**Theorem 5.21.** Let $S_f$ be a semifield defined by an irreducible $f = t^d - \sum_{i=0}^{d-1} f_i t^i$ in $R$, and let $L_t$ denote left multiplication by $t$ in $S_f$. Then the following properties hold.

1. $L_t$ is an element of $\Gamma L(d, K)$ with accompanying automorphism $\sigma$.

2. If we write elements $v = \sum_{i=0}^{d-1} v_i t^i$ of $S_f$ as column vectors $(v_0, v_1, \ldots, v_{d-1})^t$, then
   
   $$L_t(v) = A_f(v^\sigma)$$
   
   where
   
   $$A_f = \begin{pmatrix}
   0 & 0 & \cdots & 0 & f_0 \\
   1 & 0 & \cdots & 0 & f_1 \\
   \vdots & \vdots & \ddots & \vdots & \vdots \\
   0 & 1 & \cdots & 0 & f_2 \\
   \vdots & \vdots & \ddots & \vdots & \vdots \\
   0 & 0 & \cdots & 1 & f_{d-1}
   \end{pmatrix}.$$

3. If $a = \sum_{i=0}^{d-1} a_i t^i$, then
   
   $$L_a = a(L_t) = \sum_{i=0}^{d-1} a_i L_i^t.$$

4. The semilinear transformation $L_t$ is irreducible.

**Proof.** (1) Clearly $L_t$ is linear, as multiplication is distributive. Let $v$ be any vector. If $tv = uf + w$ for some unique $u, w, \deg(w) < d$, then $L_t(v) = w$. Let $\alpha$ be any non-zero element of $K$. Then

   $$L_t(\alpha v) = t(\alpha v) \mod f = (\alpha^\sigma tv) \mod f = \alpha^\sigma (uf + w) \mod f = (\alpha^\sigma uf + \alpha^\sigma w) \mod f = \alpha^\sigma w = \alpha^\sigma L_t(v).$$

(2) The action of $L_t$ is as follows:

   $$L_t : 1 \mapsto t \mapsto t^2 \mapsto \ldots \mapsto t^{d-1} \mapsto (t^d \mod f) = \sum_{i=0}^{d-1} f_i t^i.$$
and so $L_t(v) = A_f(v^\sigma)$ as claimed.

(3) By definition,

$$L_a(b) = a \circ_f b = \left( \sum_{i=0}^{d-1} a_i t^i \right) b \mod f = \sum_{i=0}^{d-1} a_i (t^i b \mod f) = \sum_{i=0}^{d-1} a_i L_t^i(b)$$

while

$$a(L_a)(b) := \sum_{i=0}^{d-1} a_i L_t^i(b).$$

Hence it suffices to show that $L_t^i(b) = L_t^{i+1}(b)$ for all $i$. Suppose $L_t^i(b) = (t^i b) \mod f$ for some $i$. Let $L_t^i(b) = b'$. Then $t^i b = c f + b'$ for some $c$, and

$$L_t^{i+1}(b) = L_t(L_t^i(b)) = L_t(b') = L_t(t^i b - cf) = t(t^i b - cf) \mod f = (t^{i+1} b - tcf) \mod f = L_t^{i+1}(b).$$

Hence the result follows by induction.

(4) Let $W$ be a $L_t$-invariant subspace of $V$ such that $0 < r := \dim(W) < d$. Choose some non-zero $w \in W$. Then the set

$$\{w, L_t w, L_t^2 w, \ldots, L_t^r w\} \subset W$$

is linearly dependent. Hence there exist elements $a_0, a_1, \ldots, a_d$ in $\mathbb{K}$, not all zero, such that

$$\sum_{i=0}^{d-1} a_i (L_t^i w) = 0.$$

Let $a = \sum_{i=0}^{d-1} a_i t^i$. Then

$$\left( \sum_{i=0}^{d-1} a_i L_t^i \right) w = a(L_t)w = 0.$$

By part (3) of this theorem, $a(L_t) = L_a$, and so

$$a \circ_f w = 0.$$

But $a \circ_f w = 0$ implies $a = 0$ or $w = 0$, a contradiction. Hence $L_t$ is irreducible. $\square$
Corollary 5.22. The spread set of endomorphisms of left multiplication of elements in $S_f$ is $\{a(L_t) \mid a \in S_f\}$.

The following theorem is an immediate consequence of the definition of $S_T$ and Theorem 5.21.

Theorem 5.23. If $f$ is irreducible in $R$, and $L_{t,f}$ denotes the semilinear transformation $v \mapsto tv \mod f$, then $S_f = S_{L_{t,f}}$.

Kantor and Liebler [44] noted that conjugate semilinear transformations define isotopic semifields.

Lemma 5.24. Suppose $T = \phi^{-1}U\phi$ for some $\phi \in \Gamma L(d, K)$, and let $\rho \in \text{Aut}(K)$ be the accompanying automorphism of $\phi$. Let $S_T = (V, \circ), \ S_U = (V, \ast)$. Then

$$\phi(a \circ b) = a^\rho \ast \phi(b).$$

Hence to show that

$$\{[S_T]\} = \{[S_f]\},$$

where $T$ runs through all irreducible elements of $\Gamma L(d, K)$ and $f$ runs through all irreducible elements of $K[t; \sigma]$ of degree $d$, it suffices to show that $T$ is $\Gamma L(d, K)$-conjugate to $L_{t,f}$ for some $f$ irreducible of degree $d$ in $K[t; \sigma]$.

Theorem 5.25. Let $T$ be any irreducible element of $\Gamma L(d, K)$ with automorphism $\sigma$. Then $T$ is $\text{GL}(d, K)$-conjugate to $L_{t,f}$ for some $f \in R = K[t; \sigma]$, and hence $S_T$ is isotopic to $S_f$.

Proof. Identify $V$ with the set of polynomials of degree $\leq d - 1$ in $R$ and choose some non-zero element $v \in V$. Consider the basis

$$\{v, tv, T^2v, \ldots, T^{d-1}v\},$$

and define a transformation $\phi \in \text{GL}(d, K)$ by

$$\phi(t^i) := T^iv,$$

for $i = 0, 1, \ldots, d - 1$. Then there exist $f_i \in K$ such that

$$T^d v = \sum_{i=0}^{d-1} f_i T^i v.$$
We claim that
\[ T\phi = \phi L_{t,f}, \]
with
\[ f = t^d - \sum_{i=0}^{d-1} f_i t^i \in R. \]

It suffices to show that these transformations coincide on \( t^i \) for all \( i \). Suppose first that \( i < d - 1 \). Then
\[ T\phi(t^i) = T(T^i v) = T^{i+1} v, \]
while
\[ \phi L_{t,f}(t^i) = \phi(t^{i+1} \mod f) = \phi(t^{i+1}) = T^{i+1} v, \]
as claimed. Suppose now \( i = d - 1 \). Then
\[ T\phi(t^{d-1}) = T(T^{d-1} v) = T^d v = \sum_{i=0}^{d-1} f_i T^i v, \]
while
\[ \phi L_{t,f}(t^{d-1}) = \phi(t^d \mod f) = \phi \left( \sum_{i=0}^{d-1} f_i t^i \right) = \sum_{i=0}^{d-1} f_i T^i v, \]
and so
\[ T\phi = \phi L_{t,f} \]
as claimed. \( \square \)

Note that the polynomial \( f \) depends on the choice of \( v \), and hence \( T \) may be \( \Gamma L(d, \mathbb{K}) \)-conjugate to \( L_{t,g} \) for some other \( g \in \mathbb{K}[t; \sigma] \). We will see in the Chapter 6 when two semilinear transformations \( L_{t,g} \) and \( L_{t,f} \) are \( \Gamma L(d, \mathbb{K}) \)-conjugate.

**Remark 5.26.** The following observation of Kantor and Liebler (in [44]), together with the above theorems, allow us to prove the assertion in Remark 5.14.

If \( T \) is an irreducible semilinear transformation with automorphism \( \sigma \), then \( T^{-1} \) is an irreducible semilinear transformation with automorphism \( \sigma^{-1} \), and \( S_T \) and \( S_{T^{-1}} \) are isotopic. (See [44], Remark 4.1, where the statement is made in terms of projective planes.)
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This implies that every semifield \( S_f \) for \( f \in \mathbb{K}[t; \sigma] \) is isotopic to \( \tilde{S}_f \) for some \( \tilde{f} \in \mathbb{K}[t; \sigma^{-1}] \). In fact it can be shown that \( \tilde{f} \) is the reciprocal of \( f \). Hence we have that
\[
\{[S_f] : f \text{ irreducible in } \mathbb{K}[t; \sigma]\} = \{[\tilde{S}_f] : \tilde{f} \text{ irreducible in } \mathbb{K}[t; \sigma^{-1}]\}.
\]

5.2.5 Quaternion algebras and Cayley-Dickson algebras

In this section we will recall the well-known construction of quaternion algebras and Cayley-Dickson algebras, and show that they can be constructed using skew-polynomial rings.

**Definition 5.27.** Let \( \mathbb{F} \) be a field with \( \text{char}(\mathbb{F}) \neq 2 \), and let \( a, b \) be non-zero elements of \( \mathbb{F} \). Define the quaternion algebra \( Q(a, b)_{\mathbb{F}} \) to be the set of elements of the form
\[
\alpha + \beta i + \gamma j + \delta k
\]
for all \( \alpha, \beta, \gamma, \delta \in \mathbb{F} \), with multiplication defined by the relations
\[
i^2 = a, \ j^2 = b, \ ij = -ji = k.
\]

Note that these algebras are sometimes denoted in the literature by \( (\frac{a}{b})_{\mathbb{F}} \). These algebras are generalizations of Hamilton’s quaternions, \( \mathbb{H} = Q(-1, -1)_{\mathbb{R}} \).

If \( a \) is a non-square in \( \mathbb{F} \), we see that \( \mathbb{F}(i) = \mathbb{F}(\sqrt{a}) \) is a field extension of \( \mathbb{F} \) of degree 2. It is easily seen that there exists an automorphism \( \sigma \) on \( \mathbb{F}(i) \) defined by
\[
(\alpha + \beta i)^\sigma = \alpha - \beta i.
\]

Then we can write elements of \( Q(a, b)_{\mathbb{F}} \) in the form
\[
\lambda + \mu j,
\]
for \( \lambda, \mu \in \mathbb{F}(i) \). Then the multiplication is determined by
\[
j\lambda = j(\alpha + \beta i)
= \alpha j + \beta ji
= \alpha j - \beta ij
= (\alpha - \beta i)j
= \lambda^\sigma j,
\]
for all $\lambda \in \mathbb{F}$, and $j^2 = b$.

Consider now the skew-polynomial ring $R = \mathbb{F}(i)[t; \sigma]$, and the polynomial $f = t^2 - b$. Constructing the division algebra $S_f$ as in Section 5.1, we can see that by identifying $j$ with $t$, these two constructions coincide precisely, and so if $\sigma$ is the automorphism of $\mathbb{F}(\sqrt{a})$ sending $\sqrt{a}$ to $-\sqrt{a}$ then

$$Q(a, b)\mathbb{F} \simeq \frac{\mathbb{F}(\sqrt{a})[t; \sigma]}{(t^2 - b)} = S_f.$$ 

**Definition 5.28.** Let $\mathbb{F}$ be a field, and $\mathbb{K}$ a separable quadratic field extension of $\mathbb{F}$ with non-trivial Galois automorphism $\sigma$. Let $b$ be a non-zero element of $\mathbb{K}$. Define a multiplication on $\mathbb{K} \times \mathbb{K}$ by

$$(\alpha, \beta)(\gamma, \delta) := (\alpha\gamma + b\delta\beta^\sigma, \alpha^\sigma\delta + \gamma\beta)$$

for $\alpha, \beta, \gamma, \delta \in \mathbb{K}$. The algebra obtained is called the Cayley-Dickson double of $\mathbb{K}$ with scalar $b$, and is denoted by $\text{Cay}(\mathbb{K}, b)$.

The algebra $\text{Cay}(\mathbb{K}, b)$ is associative if and only if $b \in \mathbb{F}$, as implied by Corollary 5.9. These were originally defined for $b \in \mathbb{F}$, and extended to $b \in \mathbb{K}$ by Dickson [25]. If we take $\mathbb{K} = \mathbb{F}(\sqrt{a})$, then we have

$$\text{Cay}(\mathbb{K}, b) \simeq Q(a, b)\mathbb{F}.$$ 

Comparing this definition with equation 5.1, we see that the Cayley-Dickson double of a field, and hence the quaternion algebras, are special cases of the construction from skew-polynomial rings.

For the case of Hamilton’s quaternions, we have

$$\mathbb{H} = \frac{\mathbb{C}[t; \sigma]}{\langle t^2 + 1 \rangle} = S_{t^2+1},$$

where $\sigma$ denotes complex conjugation.

It can be shown that if $R = \mathbb{K}[t; \sigma]$ is a skew-polynomial ring, then there exists an anti-automorphism of $R$ if and only if $\sigma^2 = 1$, and all anti-automorphisms are of the form

$$\sum a_k t^k \mapsto \sum a_k^{\sigma^{m-k}} (\lambda t)^k,$$
where $0 \neq \lambda \in \mathbb{K}$ and $m \in \{0, 1\}$. The proof of this is similar to the proofs of Theorem 5.12 and Lemma 6.1 in the next chapter, and so is omitted here. If $f$ is irreducible in $R$ and lies in the centre of $R$, then the restriction of this map to $S_f$ is an anti-automorphism of $S_f$. Choosing $m = 1$, $\lambda = -1$, we see that we obtain the usual quaternion conjugation: if $a = \alpha + \beta i \in \mathbb{C}$, $b = \gamma + \delta i \in \mathbb{C}$, then

\[
(a + bj)^\sigma = a^\sigma - bj
= (\alpha + \beta i)^\sigma - (\gamma + \delta i)j
= \alpha - \beta i - \gamma j - \delta ij.
\]

Note that the Cayley-Dickson doubling process can also be applied to a division algebra $D$. This does not, in general, coincide with residue algebras obtained from $D[t; \sigma]$, as the Cayley-Dickson process uses this anti-automorphism above rather than an automorphism, and the order of multiplication of elements of $D$ do not match.
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Isotopy classes of semifields from skew-polynomial rings

In this chapter we will consider the problem of deciding when two semifields $S_f$ and $S_g$ are isotopic. We will then apply these results to obtain an improved upper bound on the number of isotopy classes over a finite field.

6.1 Isotopy relations

We begin by considering automorphisms of skew-polynomial rings. The following lemma is not assumed to be new, but a proof is included for lack of convenient reference.

**Lemma 6.1.** Let $\phi$ be an automorphism of $R = \mathbb{K}[t; \sigma]$, where $\sigma$ is not the identity automorphism. Then

$$\phi(f) = f^\rho(\alpha t)$$

where $\rho \in \text{Aut}(\mathbb{K})$ and $\alpha \in \mathbb{K}^\times$.

**Proof.** As $\phi$ is bijective, it preserves the degree of elements of $R$. Let $\rho$ be the field automorphism obtained by the restriction of $\phi$ to $\mathbb{K}$, and assume $\phi(t) = \alpha t + \beta$, etc.
\[ \alpha, \beta \in K, \alpha \neq 0. \text{ Choose } \gamma \in K \text{ such that } \gamma^\sigma \neq \gamma. \text{ Computing } \phi(t)\phi(\gamma) = \phi(t\gamma) = \phi(\gamma^\sigma t) = \phi(\gamma^\sigma)\phi(t), \text{ we see that } \beta = 0, \text{ and the assertion follows.} \]

Automorphisms of \( R \) can be used to define isomorphisms between semifields.

**Theorem 6.2.** Let \( f \) be a monic irreducible of degree \( d \) in \( R \). Let \( \phi \) be an automorphism of \( R \). Define \( g = \phi(f) \). Then \( S_f \) and \( S_g \) are isomorphic, and
\[ \phi(a \circ_f b) = \phi(a) \circ_g \phi(b). \]

**Proof.** For any \( a, b \in R \) of degree less than \( d \), there exist unique \( u, v \in R \) such that \( \deg(u), \deg(v) < d \) and
\[ ab = uf + v. \]
Then \( a \circ_f b = v = ab - uf \). As \( \phi \) is an automorphism of \( R \), we have that
\[ \phi(a \circ_f b) = \phi(ab - uf) = \phi(a)\phi(b) - \phi(u)\phi(f) = \phi(a) \circ_g \phi(b) \]
as claimed.

We now consider another type of isotopism between these semifields.

**Definition 6.3.** Let \( f \) and \( g \) be monic irreducibles of degree \( d \) in \( R \). We say that \( f \) and \( g \) are similar if there exists a non-zero element \( u \) of \( R \) of degree less than \( d \) such that
\[ gu \equiv 0 \mod f. \]

**Theorem 6.4.** Suppose \( f \) and \( g \) are similar. Then \( S_f \) and \( S_g \) are isotopic, and
\[ (a \circ_g b)^H = a \circ_f b^H \]
where \( b^H = b \circ_f u \), \( gu \equiv 0 \mod f \).

**Proof.** Let \( a \circ_g b = ab - vg \). Then
\[ (a \circ_g b)^H = (ab - vg)^H \]
\[ = (ab - vg)u \mod f \]
\[ = (abu - vgu) \mod f \]
\[ \equiv abu \mod f, \]
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as \( gu \equiv 0 \mod f \).

Let \( b \circ f u = bu - wf \). Then

\[
\begin{align*}
  a \circ f b^H &= a \circ f (b \circ f u) \\
  &= a \circ f (bu - wf) \\
  &= a(bu - wf) \mod f \\
  &\equiv abu \mod f,
\end{align*}
\]

and the result holds.

In [36] Jacobson investigated when two skew polynomials are similar. In the next section we will include a proof for skew polynomial rings over finite fields for the sake of completeness, and because some of the concepts introduced will be of use later in this chapter for counting isotopy classes.

### 6.2 Counting isotopy classes for finite semifields

For this section we will assume \( K = \mathbb{F}_{q^n}, \mathbb{F} = \mathbb{F}_q \) are finite fields, although some of the concepts introduced remain valid for arbitrary fields.

Let \( A(q, n, d) \) denote the number of isotopy classes of semifields of order \( q^{nd} \) defined by the skew polynomial ring \( \mathbb{F}_{q^n}[t; \sigma] \), with

\[(\#Z, \#N_1, \#N_m, \#N_r) = (q, q^n, q^n, q^d),\]

i.e.

\[
A(q, n, d) := |\{[S_f] : f \text{ irreducible in } \mathbb{F}_{q^n}[t; \sigma], \deg(f) = d\}|.
\]

In this section we will apply the isotopy relations outlined in the previous section to obtain a new upper bound for \( A(q, n, d) \).

**Definition 6.5.** Let \( f \in R \) be irreducible of degree \( d \). Define the minimal central left multiple of \( f \), denoted by \( mzlm(f) \), as the monic polynomial of minimal degree in the centre \( Z \simeq \mathbb{F}_q[t^n; \sigma] \simeq \mathbb{F}_q[y] \) that is right-divisible by \( f \).
In [31] Giesbrecht showed that $mzlm(f)$ exists, is unique, has degree $d$ and is irreducible when viewed as an element of $\mathbb{F}_q[y]$ (the proof of which is included in the next lemma). Note that this is related to the bound of $f$: if $t$ does not divide $f$, then $R.mzlm(f)$ is the largest two-sided ideal of $R$ contained in the left ideal $R.f$. See for example [37].

Lemma 6.6. Let $f \in R$ be irreducible of degree $d$. Let $mzlm(f) = \hat{f}(t^n)$ for some $\hat{f} \in \mathbb{F}_q[y]$. Then $\hat{f}$ is irreducible.

Proof. Suppose $\hat{f} = \hat{g}\hat{h}$ for some $\hat{g}, \hat{h} \in \mathbb{F}_q[y]$, with $\deg(\hat{g}) < \deg(\hat{f})$. As $f$ does not divide $\hat{g}(t^n)$, and $f$ is irreducible, we must have that $\gcd(f, \hat{g}(t^n)) = 1$. By Theorem 5.3 (3) $R$ is right-Euclidean, and hence there exist $a, b \in R$ such that

$$af + bg(t^n) = 1.$$

Right multiplying by $\hat{h}(t^n)$, we get $a\hat{h}(t^n)f + bg(t^n)\hat{h}(t^n) = \hat{h}(t^n)$. But as $\hat{h}(t^n)$ commutes with $f$, and as $f$ divides $\hat{f}(t^n) = \hat{g}(t^n)\hat{h}(t^n)$, there exists some $c \in R$ such that

$$ah(t^n)f + bcf = (ah(t^n) + bc)f = \hat{h}(t^n).$$

But then $f$ divides $\hat{h}(t^n)$, and by definition of minimal central left multiple, we must have $\deg(\hat{h}) = \deg(\hat{f})$, and so $\hat{f}$ is irreducible in $\mathbb{F}_q[y]$. □

Lemma 6.7. Let $h$ be an element of $R$ such that $h = \hat{h}(t^n)$, where $\hat{h} \in \mathbb{F}_q[y]$ is monic, irreducible and has degree $d$ in $y$ and $\hat{h} \neq y$. Then

1.

$$\frac{R}{Rh} \simeq M_n(\mathbb{F}_{q^d});$$

2. any irreducible divisor $f$ of $h = \hat{h}(t^n)$ has degree $d$;

3. if $A$ denotes the isomorphism of part (1), and $f$ is an irreducible (right) divisor of $h$, then the matrix $A(f + Rh)$ has rank $n - 1$.

By abuse of notation we will write $A(a) = A(a + Rh)$ for $a \in R$.

Proof. (1) First we show that $Rh$ is a maximal two-sided ideal in $R$. For suppose there exists some $g \in R$ such that $Rg$ is a two-sided ideal, $\deg(g) < \deg(h)$ and
Let $g = \hat{g}(t^n)t^s$ for some $\hat{g} \in F_q[y]$ (see for example [38] Theorem 1.2.22). As $t$ does not divide $h$, we must have that $s = 0$, and

$$h = ag$$

for some $a \in R$. As $h$ and $g$ are in the centre of $R$, $a$ must also be in the centre of $R$, and so $a = \hat{a}(t^n)$ for some $\hat{a} \in F_q[y]$. But then

$$\hat{h}(y) = \hat{a}(y)\hat{g}(y)$$

As $\hat{h}$ is irreducible in $F_q[y]$, we must have $\hat{g} \in F_q$, and so $g \in F_q$. Therefore $Rg = R$, proving that $Rh$ is maximal.

It follows that $R/Rh$ is a finite simple algebra and hence isomorphic to a full matrix algebra over its centre ([49] Chapter 17). It is easily shown (see for example [31], proof of Theorem 4.3) that the centre $Z(R/Rh)$ is the image of the centre of $R$, and is given by

$$Z \left( \frac{R}{Rh} \right) = \frac{Z(R) + Rh}{Rh} \simeq \frac{F_q[y]}{F_q[y]\hat{h}(y)} \simeq F_{q^d}$$

as $\hat{h}$ is a degree $d$ irreducible in $F_q[y]$.

As the dimension of $R/Rh$ as a vector space over $F_q$ is $n^2d$, we see that

$$\frac{R}{Rh} \simeq M_n(F_{q^d})$$

as claimed.

(2) Let $f$ be an irreducible divisor of $h$, and let $r = \text{deg}(f)$. Then $f$ generates a maximal left ideal in $R$, and also in $R/Rh$. This maximal left ideal $(R/Rh)f$ is then $(n^2d - nr)$-dimensional over $F_q$.

By part (1), we know that $R/Rh$ is isomorphic to $M := M_n(F_{q^d})$. It is well known that maximal left ideals in $M$ are all of the form $\text{Ann}_M(U)$ for some 1-dimensional space $U < (F_{q^d})^n$, and are $(n^2 - n)$-dimensional over $F_{q^d}$, and hence $(n^2 - n)d$-dimensional over $F_q$. Therefore $r = d$, as claimed.

(3) The left ideal $M.A(f)$ is equal to $\text{Ann}_M(\text{Ker}(A(f)))$, and so $A(f)$ has rank $n - 1$ as claimed. \qed
Remark 6.8. The number of monic irreducible elements of degree $d$ in $R$ can be seen to be
\[ N(q, d) \left( \frac{q^{nd} - 1}{q^d - 1} \right). \]
This was calculated by Odoni [58], and is an upper bound for $A(q, n, d)$. However, we will see that this is far from optimal.

We can now calculate the size of the eigenring, and hence the right nucleus of $S_f$.

Lemma 6.9. If $f \in R$ is irreducible of degree $d$, then $|E(f)| = q^d$.

Proof. Let $u$ have degree less than $nd$, and let $u = af + u'$ for $\deg(u') < f$. Then
\[ fu \equiv 0 \mod f \text{ if and only if } u' \in E(f), \text{ as } \]
\[ fu = f(af + u') \equiv fu' \mod f. \]

Let $h = mzl(m(f))$.

Let $E'$ be the set of all $u + Rh \in R/Rh$ such that $(f + Rh)(u + Rh) = (v + Rh)(f + Rh)$ for some $v + Rh \in R/Rh$. Then $u + Rh \in E'$ if and only if there exists some $v \in R$ such that $fu + Rh = vf + Rh$, which occurs if and only if there exists $v \in R$ such that $fu \equiv vf \mod h$. But then as $f$ divides $h$, we have $fu \equiv vf \mod f \equiv 0 \mod f$. Hence we have that
\[ E' = \{(af + u') + Rh : a \in R, \deg(a) < d(n - 1), u' \in E(f)\} = \frac{(E(f) + Rf) + Rh}{Rh}. \]

Hence we have that $|E'| = q^{dn(n-1)}|E(f)|$.

By part (1) of Lemma 6.7, $\frac{R}{Rh} \cong M_n(\mathbb{F}_{q^d}) = M$. If $A$ denotes this isomorphism, then by part (3) of Lemma 6.7, $A(f) := A(f + Rh)$ has rank $n - 1$. Let $Ker(A(f)) = < v >$ for $0 \neq v \in (\mathbb{F}_{q^d})^n$. Then
\[ u + Rh \in E' \iff A(f)A(u) \in MA(f) \iff A(u)v = \lambda v \]
for some $\lambda \in \mathbb{F}_{q^d}$. Then $A(u) - \lambda I \in Ann_M(v)$, and so
\[ |E'| = q^d|Ann_M(v)| = q^{d(n^2 - n + 1)}. \]
Hence from the two expressions for $|E'|$ we get $|E(f)| = q^d$, as claimed.

\[ \square \]

**Remark 6.10.** We see that
\[ E(f) = \{ z \mod f : z \in Z(R) \} \]
i.e. $E(f)$ consists of the remainders of all central elements on right division by $f$.

The parameters of the semifield $S_f$ now easily follow from Theorem 5.10, Theorem 5.8 and Lemma 6.9.

**Theorem 6.11.** If $f \in R$ is irreducible of degree $d$, then the semifield $S_f$ has parameters
\[ (\#Z, \#N_l, \#N_m, \#N_r) = (q, q^n, q^n, q^d). \]

The following theorem tells us exactly when two irreducibles are similar.

**Theorem 6.12.** Let $f$ and $g$ are irreducible in $R$. Then $mzlm(g) = mzlm(f)$ if and only if $f$ and $g$ are similar.

**Proof.** Suppose first that $mzlm(g) = mzlm(f)$. Let $h$ denote $mzlm(f)$, and write $h = af$. Then $R/h \cong M_n(F_{q^d})$. As above, let $A$ denote this isomorphism. By Lemma 6.7,
\[ \text{rank}(A(f)) = \text{rank}(A(g)) = n - 1, \]
and the equality of ranks shows there exist invertible matrices $A(u), A(v)$ such that $A(u)A(f) = A(g)A(v)$. Then $uf \equiv gv \mod h$, so there exists some $b$ such that
\[ gv = uf + bh = uf + ba f = (u + ba)f. \]

We can write $v = v' + cf$, where $\deg(v') < d$ and $v' \neq 0$ (for otherwise, $v = cf$, and so $v$ has non-trivial common divisor with $h$, so $A(v)$ is not invertible). Then
\[ g(v' + cf) = (u + ba)f \]
\[ \implies gv' = (u + ba - gc)f \implies gv' = u'f \]
and $g$ and $f$ are similar, as claimed.
Suppose now that $f$ and $g$ are similar. By definition, $gu = vf$ for some $u, v$ of degree less than $d$. It can be shown that

$$mzlm(ab) = mzlm(a)mzlm(b)$$

if $gcd(a, b) = 1$. See for example [31]. Hence

$$mzlm(v)mzlm(f) = mzlm(g)mzlm(v),$$

and as $mzlm(f)$ and $mzlm(g)$ are irreducible in $F_q[y]$, by uniqueness of factorization in $F_q[y]$ the result follows.

Hence the number of isotopy classes is upper bounded by the number of irreducible polynomials of degree $d$ in $F_q[y]$. This was proved in a different way by Dempwolff [19]. The next theorem allows us to further improve this bound.

**Definition 6.13.** Consider the group

$$G = \Gamma L(1, q) = \{ (\lambda, \rho) \mid \lambda \in F_q^\times, \rho \in \text{Aut}(F_q) \}.$$  

Define an action of $G$ on $I(q, d)$ by

$$f^{(\lambda, \rho)}(y) = \lambda^{-d}f^\rho(\lambda y).$$

**Theorem 6.14.** Let $f, g \in R$ be irreducibles of degree $d$, with $mzlm(f) = \hat{f}(t^n)$, $mzlm(g) = \hat{g}(t^n)$ for $\hat{f}, \hat{g} \in F_q[y]$. If

$$\hat{g} = \hat{f}^{(\lambda, \rho)}$$

for some $\lambda \in F_q^\times$, $\rho \in \text{Aut}(F_q)$, then $S_f$ and $S_g$ are isotopic.

**Proof.** Choose some $\alpha \in F_{q^n}$ such that

$$N_{F_{q^n}/F_q}(\alpha) = \lambda.$$  

Then

$$(\alpha t)^n = \alpha \alpha^\sigma \ldots \alpha^{\sigma^{n-1}} t^n = \lambda t^n.$$ 

Define

$$h(t) = f^\rho(\alpha t).$$
By Theorem 6.2, $S_f$ and $S_h$ are isomorphic. Let $\text{mzlm}(h) = \hat{h}(t^n)$.

Let $\phi$ be the automorphism of $R$ defined by $\phi(a) = a^\rho(\alpha t)$. Then as $\phi(f) = h$ and $\hat{f}(t^n) = uf$ for some $u \in R$,

$$\phi(\hat{f}(t^n)) = \phi(u)\phi(f) = \phi(u)h.$$ 

But

$$\phi(\hat{f}(t^n)) = \hat{f}^\rho((\alpha t)^n) = \hat{f}^\rho(\lambda t^n).$$

As this is in the centre of $R$, and is divisible by $h$, we must have that $\hat{h}(y)$ divides $\hat{f}^\rho(\lambda t^n)$, and so, as their degrees are equal and both are monic,

$$\hat{h}(y) = \lambda^{-d}\hat{f}^\rho(\lambda y) = \hat{g}(y).$$

By Theorem 6.4, as $h$ and $g$ have the same minimal central left multiple, $S_g$ and $S_h$ are isotopic, and hence $S_f$ and $S_g$ are isotopic, as claimed. \qed

Hence the number of isotopy classes is upper bounded as follows.

**Theorem 6.15.** The number of isotopism classes of semifields $S_f$ of order $q^{nd}$ obtained from $\mathbb{F}_{q^n}[t;\sigma]$ is less than or equal to the number of $G$-orbits on the set of monic irreducible polynomials of degree $d$ in $\mathbb{F}_q[y]$.

**Proof.** Suppose $f$ and $g$ are two monic irreducible polynomials in $\mathbb{F}_{q^n}[t;\sigma]$ of degree $d$, with $\text{mzlm}(f) = \hat{f}(t^n)$, $\text{mzlm}(g) = \hat{g}(t^n)$ for $\hat{f}, \hat{g} \in \mathbb{F}_q[y]$. Then by [31], $\hat{f}$ and $\hat{g}$ are monic irreducible of degree $d$ in $\mathbb{F}_q[y]$. Moreover, if $\hat{f}^G = \hat{g}^G$, then by Theorem 6.14, $S_f$ and $S_g$ are isotopic. \qed

### 6.2.1 Comparison with existing bounds

We saw in Section 5.2.4 that these semifields are isotopic to so-called cyclic semifields as defined by Johnson and Jha [40]. Here we note the existing bounds on the number of isotopy classes, and compare our new bound to these.

Let $N(q,d) = \#I(q,d)$, where $I(q,d)$ is the set of monic irreducibles of degree $d$ in $\mathbb{F}_q[y]$. This number is well known ([54], Theorem 3.25) and equal to

$$\sum_{s|d} \mu(s)q^{d/s},$$
where $\mu$ denotes the Moebius function.

Recall that $A(q, n, d)$ denotes the number of isotopy classes of semifields of order $q^{nd}$ defined by the skew polynomial ring $\mathbb{F}_{q^n}[t; \sigma]$.

In [41], the authors consider cyclic semifields two-dimensional over their left nucleus, with right and middle nuclei isomorphic to $\mathbb{F}_{q^2}$. The above defines the opposite semifield to those in this paper. Hence they are considering semifields $S_f$, where $f \in \mathbb{F}_{q^2}[t; \sigma]$ is an irreducible of degree $d$ (denoted by $n$ in their paper). They prove the lower bound

$$A(q, 2, d) \geq \frac{N(q, d)}{2hq(q - 1)}$$

where $q = p^h$.

In [44], the authors obtain an upper bound

$$A(q, n, d) \leq q^d - 1.$$  

They also obtained an upper bound for the total number of isotopy classes of semifields of order $q^{nd}$ obtained from semilinear transformations of order $q^{nd}$:

$$ndq^{nd/2}\log_2(q).$$

As we will see in the next section, a result of Dempwolff [19] leads to the upper bound:

$$A(q, n, d) \leq N(q, d).$$

Following from (Theorem 6.15) we have the new upper bound:

$$A(q, n, d) \leq M(q, d),$$

where $M(q, d)$ denotes the number of orbits in $I(q, d)$ under the action of $G$ defined in Definition 6.13.

Note that if $q = p^h$ for $p$ prime, then $|G| = h(q - 1)$, and so

$$\frac{N(q, d)}{h(q - 1)} \leq M(q, d) \leq N(q, d) < q^d - 1.$$  

**Example:** For $q = \{2, 3, 4, 5\}$, $n = d = 2$, the upper bounds $M(q, d) = \{1, 2, 1, 3\}$ are tight by computer calculation. This was checked using the computer package
MAGMA. For each irreducible polynomial $F_i$ of degree 2 in $\mathbb{F}_q[y]$, the element $F_i(t^2)$ of $\mathbb{F}_q^2[t;\sigma]$ was formed, and a divisor $f_i$ of degree 2 in $\mathbb{F}_q^2[t;\sigma]$ was calculated. From this, the subspace of endomorphisms of left multiplication $L_{S_f}$ was calculated and represented as a subspace of $M_4(\mathbb{F}_q)$. These were then tested pairwise for equivalence (in the sense of Section 1.1.3), and the above results were returned.

**Example:** If $q$ is prime, and $(q − 1, d) = 1$, then $M(q, d) = N(q, d)$. 

**Remark 6.16.** It is likely that a closed formula for $M(q, d)$, similar to that for $N(q, d)$, exists. However, we have not been able to obtain such a formula at the time of this writing.

**Remark 6.17.** To produce a specific example of every isotopy class of cyclic semifields, it suffices to find representatives $\hat{f}_i$ of each $G$-orbit of $I(q, d)$. We form the skew-polynomials $\hat{f}_i(t^n)$, and calculate a particular irreducible divisor $f_i$ of each, using for example the algorithm of Giesbrecht [31]. Then the semifields $S_{f_i}$ are representatives of each isotopy class.

**Remark 6.18.** As noted in Remark 5.14, the semifields obtained from irreducibles in $\mathbb{F}_q^n[t;\sigma]$ and $\mathbb{F}_q^n[t;\sigma^{-1}]$ are isotopic. Hence the total number of isotopy classes defined by degree $d$ irreducibles in $\mathbb{F}_q^n[t;\sigma]$ for all $\sigma$ fixing precisely $\mathbb{F}_q$ is upper bounded by $\frac{\phi(n)}{2} M(q, d)$, when $n \neq 2$, where $\phi$ is Euler’s totient function.

### 6.2.2 Application to conjugacy classes of irreducible semilinear transformations

In this section we will apply the above work to obtain a new proof of a theorem of Dempwolff.

**Theorem 6.19.** Let $f$ and $g$ be two monic irreducibles of degree $d$ in $R = \mathbb{K}[t;\sigma]$. Then

1. $L_{t,f}$ and $L_{t,g}$ are $GL(d, \mathbb{K})$-conjugate if and only if $f$ and $g$ are similar;
2. $L_{t,f}$ and $L_{t,g}$ are $\Gamma L(d, \mathbb{K})$-conjugate if and only if $f$ and $g^\rho$ are similar for some $\rho \in \text{Aut}(\mathbb{K})$. 
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Proof. Suppose \( L_{t,f} \phi = \phi L_{t,g} \) for some \( \phi \in \Gamma L(d, \mathbb{K}) \), where \( \phi \) has automorphism \( \rho \).

Let \( \phi(1) = u \). Then
\[
\phi(t^i) = \phi(L_{i,g}(1)) = L_{i,f}^i \phi(1) = L_{i,f}^i(u) = t^i u \mod f
\]
for all \( i = 0, 1, \ldots, d - 1 \). Now, with \( g = t^d - \sum_{i=0}^{d-1} g_i t^i \), we have
\[
\phi L_{t,g}(t^{d-1}) = \phi(t^d \mod g)
= \phi \left( \sum_{i=0}^{d-1} g_i t^i \right) = \sum_{i=0}^{d-1} g_i^\rho \phi(t^i)
= \sum_{i=0}^{d-1} g_i^\rho (t^i u \mod f) = \left( \sum_{i=0}^{d-1} g_i^\rho t^i \right) u \mod f
= (t^d - g^\rho) u \mod f.
\]

But as \( L_{t,f} \phi = \phi L_{t,g} \), this is equal to
\[
L_{t,f} \phi(t^{d-1}) = L_{t,f}(t^{d-1} u \mod f).
\]

Let \( t^{d-1} u = a f + b \) where \( \deg(b) < d \). Then
\[
L_{t,f}(t^{d-1} u \mod f) = L_{t,f}(t^{d-1} u - a f)
= (t^d u - ta f) \mod f = t^d u \mod f.
\]

Hence
\[
(t^d - g^\rho) u \equiv t^d u \mod f
\]
and so
\[
g^\rho u = 0 \mod f
\]
i.e. \( f \) and \( g^\rho \) are similar. If \( \phi \in \text{GL}(n, \mathbb{K}) \), then \( \rho \) is the identity automorphism, and so \( f \) and \( g \) are similar.

This provides an alternate proof of the following result proved by Dempwolff ([19], Theorem 2.10).

Corollary 6.20. Let \( T \) and \( U \) be two irreducible elements of \( \Gamma L(d, \mathbb{F}_{q^n}) \), where the accompanying automorphism \( \sigma \) of both \( T \) and \( U \) is a generator of \( Gal(\mathbb{F}_{q^n}, \mathbb{F}_q) \). Then
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(1) $T$ and $U$ are $\text{GL}(d, \mathbb{F}_{q^n})$-conjugate if and only if $T^n$ and $U^n$ have the same minimal polynomial over $\mathbb{F}_q$;

(2) $T$ and $U$ are $\Gamma \text{GL}(d, \mathbb{F}_{q^n})$-conjugate if and only if the minimal polynomials of $T^n$ and $U^n$ over $\mathbb{F}_q$ are $\text{Aut}(\mathbb{F}_q)$ conjugate.

Proof. (1) By Theorem 5.25, we may assume $T$ is $\text{GL}(d, \mathbb{F}_{q^n})$-conjugate to $L_{t,f}$, $U$ is $\text{GL}(d, \mathbb{F}_{q^n})$-conjugate to $L_{t,g}$, for some $f, g \in R$ irreducibles of degree $d$. Let $m \text{zlm}(f) = \hat{f}(t^n)$ for $\hat{f} \in \mathbb{F}_q[y]$, and suppose $\hat{f}(t^n) = af$. As $\sigma$ has order $n$, $T^n$ and $U^n$ are $\mathbb{F}_{q^n}$-linear. We claim that $\hat{f}$ is the minimal polynomial of $L_{t,f}^n$ over $\mathbb{F}_q$, and hence the minimal polynomial of $T^n$ over $\mathbb{F}_q$. For any $v$,

$$\hat{f}(L_{t,f}^n)v = \hat{f}(t^n)v \mod f = v\hat{f}(t^n) \mod f = 0.$$  

Hence $\hat{f}(L_{t,f}^n) = 0$. Suppose now $\hat{h}(L_{t,f}^n) = 0$ for some $\hat{h} \in \mathbb{F}_q[y]$. Then

$$\hat{h}(L_{t,f}^n)(1) = \hat{h}(t^n) \mod f = 0.$$  

But then $f$ divides $\hat{h}(t^n)$, and $\hat{h}(t^n)$ is in the centre of $R$, so $\hat{f}$ divides $\hat{h}$. Therefore $\hat{f}$ is the minimal polynomial of $L_{t,f}^n$ (and hence $T^n$) over $\mathbb{F}_q$ as claimed.

Similarly, if $m \text{zlm}(g) = \hat{g}(t^n)$, then $\hat{g}$ is the minimal polynomial of $L_{t,g}^n$, and $U^n$, over $\mathbb{F}_q$.

By Theorem 6.19, $L_{t,f}$ and $L_{t,g}$ are $\text{GL}(d, \mathbb{F}_{q^n})$-conjugate if and only if $m \text{zlm}(f) = m \text{zlm}(g)$. Hence $T$ and $U$ are $\text{GL}(d, \mathbb{F}_{q^n})$-conjugate if and only if $T^n$ and $U^n$ have the same minimal polynomial over $\mathbb{F}_q$.

(2) Similarly, $T$ and $U$ are $\Gamma \text{GL}(d, \mathbb{F}_{q^n})$ conjugate if and only if $\hat{f} = \hat{g}^\rho$ for some $\rho \in \text{Aut}(\mathbb{F}_q)$, i.e. if and only if the minimal polynomials $T^n$ and $U^n$ over $\mathbb{F}_q$ are $\text{Aut}(\mathbb{F}_q)$ conjugate.

As we know that these minimal polynomials are irreducible and have degree $d$ in $\mathbb{F}_q[y]$, this result of Dempwolff implies:

The number of conjugacy classes of irreducible elements of $\Gamma \text{GL}(d, \mathbb{F}_{q^n})$ with automorphism $\sigma$ is precisely $\#I(q,d)$.
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Hence we have

\[ A(q,n,d) \leq N(q,d) = \#I(q,d). \]

As we have seen in the previous section, we have improved this bound to

\[ A(q,n,d) \leq M(q,d) = \#I(q,d)^G. \]
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