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\textbf{A B S T R A C T}

In spite of the huge progress in studies on solitary waves in the seventies and eighties of the XX century as well as their practical importance, the theory of solitons is far from being complete. Only in 1989, Longuet-Higgins in his numerical experiments discovered one-dimensional solitons for gravity-capillary waves in deep water. These solitons essentially differed from those in shallow water where the KDV equation could be used. Being localized, these solitons, unlike the KDV solitons, contain many oscillations in their shape. The number of oscillations was found to increase while approaching the maximal phase velocity for linear gravity-capillary waves and simultaneously the soliton amplitude was demonstrated to vanish. In fact, it was the first time ever that the bifurcation of solitons was observed.

This review discusses bifurcations of solitons, both supercritical and subcritical, with applications to fluids and nonlinear optics as well. The main attention is paid to the universality of soliton behavior and stability of solitons while approaching supercritical bifurcations. For all physical models considered in this review, solitons are stationary points of the corresponding Hamiltonian for the fixed integrals of motion, i.e., the total momentum, number of quasi-particles, etc. Two approaches are used for the soliton stability analysis. The first method is based on the Lyapunov theory and another one is connected with the linear stability criterion of the Vakhitov–Kolokolov type. The Lyapunov stability proof is maintained by means of application of the integral majorized inequalities being sequences of the Sobolev embedding theorem. This allows one to demonstrate the boundedness of the Hamiltonians and show that solitons, as stationary points, which realize the minimum (or maximum) of the Hamiltonian, are stable in the Lyapunov sense. In the case of unstable solitons, the nonlinear stage of their instability near the bifurcation point results in the distraction of the solitons due to the wave collapse.
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1. Introduction

After their discovery in the nineteenth century on the surface of fluids (see [1]) solitary waves (or solitons) remained for a long time of interest only to a small number of specialists in hydrodynamics and mathematics who tried to prove their existence. In the late 1950s the soliton concept penetrated into plasma physics. Here, due to the work by Sagdeev [2], Gardner and Morikawa [3] and others, solitons were successfully used to construct the theory of a fine structure of shock waves under the conditions of rare collisions. Then solitons started to be used widely in all branches of physics. In the late sixties the interest to solitons grew tremendously with the discovery in 1967 of the Inverse Scattering Transform (IST) suggested by Gardner et al. [4]. They applied this method to integrate the Korteweg–de Vries (KDV) equation. This equation describes the propagation of one-dimensional (1D) acoustic waves in nonlinear media with weak dispersion; in particular, it can be applied to shallow water gravity waves. In this paper it was first demonstrated that solitons in the KDV equation occur to be structurally stable entities: they collide elastically between each other as well as with the non-soliton part of the spectrum so that the asymptotic states are defined by solitons only. The next equation of great physical importance to which the IST can be applied turned out to be the 1D nonlinear Schrödinger (NLS) equation which was integrated in 1971 by Zakharov and Shabat [5]. Like the KDV equation, the NLS equation is a universal model. It describes the propagation of wave envelopes in nonlinear media with cubic nonlinearities; in particular, it can be used for the description of pulse propagation in nonlinear fiber optics when the main nonlinearity is connected with the Kerr effect. At the beginning of the seventies, when solitons in the NLS equation were shown to be structurally stable [5] and when, a bit later, Hasegawa and Tappet [6] suggested to use optical solitons as the information bit in fiber communications, solitons became a very popular object for study in optical fibers. Interest in optical solitons increased enormously in the last decades, stimulated by practical applications of the use of solitons in nonlinear communications systems [7,8] (see the book [9] for recent progress in this area), coupled with the availability if advanced techniques for characterizing their evolution [10]. Soliton dynamics have also been shown to play a central role in the nonlinear propagation dynamics of supercontinuum generation and other phenomena in new generation optical fibers [11].

In spite of the huge progress connected with the development of IST (this is now a whole branch of mathematical physics, often called “mathematical theory of solitons”, see, e.g., [12–14]) as well as the practical importance of solitons, their theory is far from being complete. For instance, in 1989, Longuet-Higgins [15] in his numerical experiments discovered 1D solitons for gravity–capillary waves in deep water. These solitons essentially differed from those in shallow water when the KDV equation can be used. Being localized, these solitons, unlike the KDV solitons, contain many oscillations in their shape. The number of oscillations was found to increase while approaching the maximal phase velocity for linear gravity–capillary
waves and simultaneously the soliton amplitude was demonstrated to vanish. In fact it was the first time ever that the bifurcation of solitons was observed. This bifurcation was first explained by looss and Kirchgässner [16] and independently by Akylas [17].

The physical reason for such a bifurcation can be easily understood. According to the usual definition, solitons are nonlinear localized objects propagating uniformly with a constant velocity (see, for example, [12, 13]). Thus, the soliton velocity $V$ represents the main soliton characteristics which often defines the soliton shape, in particular its amplitude and width.

It is well known that if the velocity $V$ of a moving object is such that the equation

$$\omega_k = k \cdot V,$$  

(1.1)

where $\omega = \omega_k$ is the dispersion law for linear waves and $k$ is the wave vector, has a nontrivial solution, then such an object will lose energy due to Cherenkov radiation. This also pertains, to a large extent, to solitons as localized stationary entities. They cannot exist if the resonance condition (1.1) is satisfied. Hence follows the first, and simplest, selection rule for solitons: the soliton velocity must be either less than the minimum phase velocity of linear waves or greater than the maximum phase velocity. Mathematically it can be formulated also as the condition of positiveness for the function $L_k = \omega_k - k \cdot V > 0$ if the touching of the plane $\omega = k \cdot V$ with the dispersive surface $\omega = \omega_k$ happens from below and respectively negativeness for $L_k$ for the touching from above. The boundary separating the region of existence of solitons from the resonance region (1.1) determines the critical soliton velocity $V_{cr}$.

As it is easily seen (Fig. 1), this velocity coincides with the group velocity of linear waves at the touching point where the straight line $\omega = kV$ (in 1D) is tangent to the dispersion curve $\omega = \omega_k$ (in the multi-dimensional case—the point of tangency of the plane $\omega = k \cdot V$ to the dispersion surface). If touching occurs from below, then the critical velocity $V_{cr}$ determines the maximum soliton velocity for this parameter range and, conversely, for touching from above $V_{cr}$ coincides with the minimum phase velocity. Two regimes are possible in crossing this boundary: they correspond to supercritical or subcritical bifurcations (soft or rigid excitation regimes).

While approaching the supercritical bifurcation point from below or above, the soliton amplitude vanishes smoothly according to the same–Landau-law ($\propto |V - V_{cr}|^{1/2}$) as for phase transitions of the second kind (see, for instance, Ref. [18]). The behavior of solitons in this case is completely universal, both for their amplitudes and their shapes. As $V \to V_{cr}$ solitons transform into oscillating wave trains with the carrying frequency corresponding to the extremal phase velocity of linear waves $V_{cr}$. The shape of the wave train envelope coincides with that for the soliton of the standard cubic NLS equation. The soliton width happens to be proportional to $|V - V_{cr}|^{-1/2}$. Thus, the pulse monochromacity improves as $V \to V_{cr}$, becoming complete at the bifurcation point.

As already mentioned above, bifurcations of solitons were first observed for gravity–capillary waves in numerical simulations by Longuet-Higgins [15] and explained later in [16, 17]. Then a bifurcation – a transition from periodic solutions to a soliton solution – was studied in Refs. [16, 19] using normal forms (see also the review paper [20]). The stationary NLS equation for gravity–capillary wave solitons was derived in Ref. [21]. In Ref. [22] it was shown that this mechanism can be extended to optical solitons. In fact this paper provided the first demonstration of the universality of soliton behavior near a supercritical bifurcation for waves of arbitrary nature. It is worth noting that the universal character of solitons allows not only to find their shapes but also to investigate their stability. This analysis, as shown in Ref. [23], demonstrates that near supercritical bifurcation solitons are stable only in the 1D case. This means that in two (2D) and three (3D) dimensions the soliton may be stable for velocities smaller or larger than the critical velocity depending on whether the touching occurs.
from below or above. For instance, such a situation arises for 3D solitons in three-wave systems [24,25] where, following the paper by Kanashev & Rubenchik [26], it is possible to estimate the region of stable solitons using the Lyapunov approach. This region turns out to be separated from the surface in the soliton parameter space where supercritical bifurcation happens [27].

The question of whether the bifurcation is supercritical or subcritical depends on the character of the nonlinear interaction. In the 1D case, the supercritical bifurcation occurs for a focusing nonlinearity when the product $\omega' T < 0$, where $\omega' = \frac{\partial^2 \omega}{\partial k^2}$ is the second derivative of the frequency with respect to the wave number, evaluated at the touching point $k = k_0$, and $T$ is the value of the matrix element $T_{k_i k_2 k_3 k_4}$ of the four-wave interaction for $k_i = k_0$, $i = 1, 2, 3, 4$. Here the tilde means that the matrix element is renormalized due to three-wave interactions; in the present case this is the interaction with the zeroth and second harmonics. If $\omega' T > 0$, which corresponds to a defocusing nonlinearity, then there are no solitons – localized solutions – with amplitude vanishing gradually as $V \to V_c$. In the theory of phase transitions this corresponds to a first-order phase transition, and in the theory of turbulence, using Landau's terminology [28], it corresponds to a rigid regime of excitation. The transition through the critical velocity is accompanied by a jump in the soliton amplitude. For Hamiltonian systems such as those considered in the present paper, the magnitude of the jump is determined by the next higher-order nonlinear terms in the expansion of the Hamiltonian. Like for first-order phase transitions, the universality of soliton behavior is no longer guaranteed in this situation. When the amplitude jump at this transition is small, it is enough to keep a finite number of next order terms in the Hamiltonian expansion to describe such a bifurcation. In phase transitions this corresponds to a first-order phase transition close to a second-order transition, which occurs, for example, near a tricritical point. As shown in Ref. [29], this situation arises for 1D internal wave solitons propagating along the interface between two ideal fluids with different densities in the presence of both gravity and capillarity. According to Ref. [29] the matrix element $T$ in this case vanishes for a critical value $\theta_\rho$ of the density ratio $\rho_1/\rho_2$ equal to $(21 - 8\sqrt{5})/11 \approx 0.2828$, where $\rho_{1,2}$ are mass densities for upper and lower fluids, respectively. In particular, it follows that the bifurcation for gravity-capillary waves in the deep water case is supercritical (when $\rho_1/\rho_2 = 0$); this case corresponds to the first numerical experiments by Longuet-Higgins [15], followed by the numerical experiments of Vanden-Broeck and Dias [30]. Subcritical bifurcations can also be met for gravity water waves with finite depth when the matrix element $T = 0$ at $k_0 h \approx 1.363$. In nonlinear optics, as shown in [23], a decrease of $T$ (Kerr constant) can be provided by the interaction of light pulses with acoustic waves (Mandelstamm–Brillouin scattering). If the jump in the soliton amplitude is of order one then we need to keep all the remainder terms in the Hamiltonian expansion. The situation in nonlinear optics, however, is different from that for internal waves propagating along the interface between two fluids. First of all, the difference is connected with the nonlocal character of the Hamiltonian expansion beyond the classical cubic NLS nonlinearity for the fluid case [31,32]. In both cases, however, in order to find the Hamiltonian expansion the most simple way is to use the Hamiltonian formalism [33]. In this review we will keep mainly the Hamiltonian description as the most adequate for this problem; the alternative method of normal forms will be used for comparison. It is clear that the method of normal forms demonstrates its efficiency for the analysis of bifurcations for ordinary differential equations. The method of normal forms has some advantages and weak points as well. For instance, unlike the Hamiltonian formalism, the introduction of envelopes by means of the normal form method is not unique. This is due to the fact that the original Hamiltonian equations lose their initial Hamiltonian structure after they are averaged. In the Hamiltonian description, the introduction of the envelope is natural: it is constructed from the inverse Fourier transform from normal wave amplitudes and can be used for the description of any nonlinear waves. The difference in such a case will be in different constants, first of all in the nonlinear coupling coefficients.

The above approach based on the Hamiltonian perturbation technique assumes renormalization of the four-wave matrix element due to three-wave interactions. As mentioned above, for the case of a wave train with carrying frequency $\omega_0$ and carrying wave vector $k_0$, it accounts for the non-resonant interaction of a wave packet with its zeroth and second harmonics. If the interaction between the fundamental harmonics and the second harmonics becomes resonant,

$$2\omega(k_0) \approx \omega(2k_0),$$

the renormalization of the four-wave matrix element breaks down. As a result the one-envelope approximation can no longer be applied. In this situation one needs to consider two equations for the two independent envelope amplitudes related to the first and second harmonics. In the simplest case, the corresponding system can be obtained as the reduction of the three-wave system [24] when two amplitudes are identified. It is well known that three wave packets with carrier frequencies satisfying the triad resonant condition can form bound states – solitons – due to their mutual nonlinear interaction [25]. In nonlinear optics the three-wave system describes spatial solitons as well as spatial–temporal solitons in $\chi^2$ media [25,34]. This system couples amplitudes of three quasi-monochromatic waves due to quadratic nonlinearity. The familiar results about the existence of bound states – solitons – due to their mutual nonlinear interaction is also valid for the interaction of the first and second harmonics. The soliton family is characterized by two independent parameters, a soliton potential and a soliton velocity. It can be shown that this system, in the general situation, is not Galilean invariant. As a result, the family of movable solitons cannot be obtained from the rest soliton solution by applying the corresponding Galilean transformation. In Ref. [27] the region of soliton parameters was found analytically and confirmed by numerical integration of the steady equations. On the boundary of the region the solitons bifurcate. For this system there exist two kinds of bifurcations: supercritical and subcritical. In the first case, the soliton amplitudes vanish smoothly as the boundary is approached. Near the bifurcation point the soliton form is universal, determined from the NLS equation. For the second type of bifurcations the wave amplitudes remain finite at the boundary. In this case the Manley–Rowe integral increases
indeed as the boundary is approached, and therefore according to the Vakhitov–Kolokolov type stability criterion, the solitons are unstable [27].

In this review we will discuss all the above problems dealing with the bifurcations of solitons and their stability. All systems which are considered in this review belong to the Hamiltonian type and soliton solutions are stationary points of the Hamiltonian, for fixed other integrals of motion, such as the momentum, the number of particles, the Manley–Rowe integrals. In all the systems under consideration solitons are possible as a result of a balance between nonlinear interaction and dispersive effects. In this review we follow two approaches for the analysis of soliton stability. The first approach to soliton stability is based on the Lyapunov theorem. In the conservative case, if some integral, say the Hamiltonian, is bounded from below (or above), the soliton realizing this extremum will be stable in the Lyapunov sense. Because soliton solutions represent stationary points of the Hamiltonian for certain fixed other integrals of motion, they correspond to a conditional variational problem, and so to prove stability one needs to demonstrate the boundedness of the Hamiltonian for these fixed integrals. One should note, however, that without these fixed integrals, the Hamiltonians of such systems are usually unbounded due to the nonlinear contribution; in other words, one can say that the Hamiltonians of these systems do not possess a vacuum. This is an essential part of Derrick’s arguments [35]. But fixing other integrals of motion causes significant changes. It provides the Hamiltonian boundedness that establishes stability for solitons realizing the corresponding extremum. First, this approach was applied to KDV solitons in 1972 by Benjamin [36] and two years later to three-dimensional solitons for ion-acoustic waves in magnetized plasma with low pressure [37]. Then this method was applied to the NLS equation and its generalizations (for more details see the review [38]). Now it is one of the most powerful tools in soliton stability analysis. In this paper we would like to pay a special attention to the use of the embedding theorems, and to demonstrate how with their help it is possible to construct an estimate for the Hamiltonian for a lot of models considered here.

Another method used in this paper is the linear stability analysis which for the NLS equation gives the so-called Vakhitov–Kolokolov (VK) criterion [39]. This criterion says that if \( \partial N_s / \partial \lambda^2 > 0 \) then the soliton is stable and respectively unstable if this derivative is negative, where \( N_s \) is the total number of waves for the soliton. This criterion has a simple physical meaning. The value \(-\lambda^2\) for the NLS soliton can be interpreted as the energy of the bound state. If we add one particle to the system and the energy of this bound state decreases then one has a stable situation. If by adding one particle the level \(-\lambda^2\) is pushed toward the continuous spectrum, then such a soliton is unstable.

It is important to point out that establishing the Lyapunov stability for solitons is often a problem which is solved more easily than that for linear stability. The linear stability analysis assumes linearization of the equations of motion on the background of the soliton solution and leads to an eigenvalue problem for some differential operators. The proof of linear stability includes the establishment of completeness of the eigenfunctions. This in itself is a hard problem, let alone determining the linear stability as a whole. However, while being effective for the stability study of ground-state solitons, the Lyapunov method is hardly applicable to the stability study of local stationary points. In this case linear analysis should be used to draw a conclusion about their stability.

The main attention in this review will be paid to the universality of behavior of solitons while approaching the supercritical bifurcation point. The first three sections are devoted to this topic. We consider first the simplest model where all effects concerning supercritical bifurcation can be analyzed easily. This is the KDV equation with fifth-order dispersion, i.e. it also has, besides the third-order spatial derivative, a fifth-order derivative relative to \( x \). This model can be derived for shallow water waves in the presence of surface tension when the Bond number \( \sigma = (\rho g h^2) \) is close to 1/3. Here \( \sigma \) is the surface tension coefficient, \( \rho \) the water density, \( g \) the acceleration due to gravity and \( h \) the water depth. When the Bond number is close to 1/3, the coefficient of the third-order dispersion term is small, and one needs to keep the next (fifth) order dispersion term. In Section 2, we demonstrate how soliton solutions transform into NLS envelope solitons while approaching the critical velocity for solitons. We show also that for the fifth-order KDV equation the Hamiltonian is bounded from below for fixed momentum. If there exists a solitary wave solution which realizes this minimum, then the soliton is stable with respect to not only small perturbations but also finite ones. The proof is based on both the Lyapunov theorem and an integral estimate of the Sobolev–Gagliardo–Nirenberg inequalities [40,41]. These inequalities follow from the general embedding theorems first proved by Sobolev. In this section we also demonstrate that the supercritical bifurcation takes place for movable solitons for the 1D NLS equation.

In Section 3, following Ref. [22], optical solitons and quasisolitons are examined relative to the Cherenkov radiation. Both solitons and quasisolitons are shown to exist if the linear operator defining their asymptotics at infinity is sign definite. In particular, applying this criterion to the stationary optical solitons yields the soliton carrying frequency where the first derivative of the dielectric permittivity vanishes. At this point the phase and group velocities coincide. Both solitons and quasisolitons are absent if the third-order dispersion is taken into account. By means of the sign definiteness of the operator and by use of integral estimates of Sobolev type the soliton stability is established for the fourth-order dispersion for all dimensions. This proof again is based on the boundedness of the Hamiltonian in the case of fixed pulse power. Besides, in this section we develop the Hamiltonian expansion for nonlinear optics beyond the classical cubic NLS equation. As is well known in optics (see, e.g. [42]), the spatial dispersion effects are small in comparison with the temporal dispersion ones (their ratio is a small relativistic factor, \(~v/c\) where \( v \) is the characteristic electron velocity in atoms and \( c \) the light velocity, thus, this ratio is of order \( \alpha = 1/137 \)). Therefore the expansion of the electric induction \( D(t, r) \) in terms of the electric field \( E(t, r) \) represents an infinite set with respect to powers of the electric field, evaluated at the same point as the electric induction. Each term of this set contains only time convolutions. This is why in nonlinear optics the NLS equation,
Section 4 is devoted to stationary solitons for arbitrary nonlinear wave media and their properties near the supercritical bifurcation. The stability of solitons is based on the Lyapunov theorem and the Hamiltonian approach. It is shown by means of integral estimates of Sobolev type in their multiplicative variant (Gagliardo–Nirenberg inequalities [40]) that only 1D solitons are Lyapunov-stable. It is worth noting that, in contrast to the method of normal forms, which is extensively used in Refs. [16,30,29,45] to study bifurcations of solitons, the Hamiltonian approach is fundamental for investigating soliton stability. It is necessary to add also that in the method of normal forms, the introduction of envelopes is not unique. Consequently the Hamiltonian equations of motion lose their initial Hamiltonian structure after averaging. In the 3D geometry solitons near the supercritical bifurcation undergo modulation instability that follows directly from the VK criterion [39]. In 3D, the derivative \( \partial N_s / \partial \lambda^2 \) is negative (here the subscript \( s \) means that \( N \) is evaluated on the soliton solution) and therefore such solitons are unstable. From the Hamiltonian point of view such soliton solutions viewed as stationary points of the Hamiltonian for fixed \( N \) represent saddle points and this is why they are unstable. Moreover, it is possible to establish that the Hamiltonian in this case will be unbounded from below and therefore the nonlinear stage of this instability will be collapse of the soliton when the field intensity blows up and its size shrinks. This compression will happen at least up to the scale of the wavelength of order \( k_0^{-1} \). The final stage of this instability depends on whether the primitive Hamiltonian is bounded from below (or above).

In Section 5, we consider which nonlinear effects must be taken into account near the transition from supercritical to subcritical bifurcations and how they change the shape of solitons and their stability. As examples of such transition we consider internal waves, surface gravity waves at finite depth near \( k_0 h \approx 1.363 \) and short optical pulses when the Kerr constant becomes small enough. In order to describe the behavior of solitons and their bifurcations, a generalized NLS equation describing the behavior of solitons and their bifurcations is derived. In comparison with the classical NLS equation this equation takes into account three additional nonlinear terms: the so-called Lifshitz term responsible for pulse steepening, a nonlocal term analogous to that first found by Dysthe [46] for gravity waves and the six-wave interaction term. Near the transition point, the soliton family from the supercritical branch, which is defined from the solution of the generalized NLS equation, changes noticeably, but at \( V = V_{cr} \) these solitons vanish smoothly. All 1D solitons corresponding to the family of supercritical bifurcations are shown to be stable in the Lyapunov sense. Above the transition point, solitons from the subcritical branch undergo a jump at \( V = V_{cr} \) (for interfacial waves, this jump is proportional to \( \sqrt{\theta - \theta_{cr}} \) where \( \theta = \rho_1 / \rho_2 \)). At large distances their amplitude decays algebraically. Secondly, the soliton family of this branch turns out to be unstable. This instability results in the collapse of solitons. Near the time of collapse, the pulse amplitude and its width exhibit a self-similar behavior with a small asymmetry in the pulse tails due to self-steepening.

Section 6 deals with solitons involving the interaction between the fundamental and second harmonics. The soliton family for this system is characterized by two independent parameters, a soliton chemical potential and a soliton velocity. It is shown that this system, in the general situation, is not Galilean invariant. As a result, the family of movable solitons cannot be obtained from the rest soliton solution by applying the corresponding Galilean transformation. The region of soliton parameters is found analytically and confirmed by numerical integration of the steady equations. On the boundary of the region the solitons bifurcate. For this system there exist two kinds of bifurcations: supercritical and subcritical. In the first case the soliton amplitudes vanish smoothly as the boundary is approached. Near the bifurcation point the soliton form is universal. It is determined from the NLS equation. For the second type of bifurcations the wave amplitudes remain finite at the boundary. In this case the Manley–Rowe integral increases indefinitely as the boundary is approached, and therefore according to the VK type stability criterion, the solitons are unstable.

In the last section, Section 7, we obtain the VK type criterion for NLS type models. The crucial point in its derivation for the scalar NLS equation is based on the oscillation theorem for the stationary Schrödinger operator. This theorem establishes the one-to-one correspondence between a level number and a number of nodes of the eigenfunction. As is well known, this theorem is valid only for scalar (one-component) Schrödinger operators and cannot be extended, for example, to the analogous matrix operators. This means that the Vakhitov–Kolokolov type of criteria, as a rule, defines only sufficient conditions for soliton instability and cannot necessarily determine the stability of solitons. The three-wave system can be used as such an example. For this system the linearized operator represents a product of two \( (3 \times 3) \)-matrix Schrödinger operators for which the oscillation theorem cannot be applied. We discuss this situation in detail for solitons describing a bound state of the fundamental frequency and its second harmonics [47].

2. Bifurcations of gravity–capillary solitary waves in shallow water

We start from the 2D capillary–gravity waves for shallow water. For arbitrary water depth \( h \) the linear dispersion for gravity–capillary waves is given by the expression

\[
\omega = \sqrt{\left(gk + \frac{\sigma}{\rho} k^3\right) \tanh kh},
\]

for example, is usually written for the electric field envelope, where the spatial coordinate \( z \) plays the role of time in the usual NLS equation and \( t \) represents the analog of coordinate (see, e.g., [9]). Note that the nonlinear optics NLS equation is also used in hydrodynamics for the wavemaker problem [43,44].
where \( \sigma \) is the surface tension coefficient, \( \rho \) is the water density, and \( g \) is the acceleration due to gravity. In the long wave limit the expansion of this dispersion has the form

\[
\omega = k c_s \left[ 1 + \frac{1}{2} (kh)^2 \left( B - \frac{1}{3} \right) - (kh)^4 \left( \frac{1}{6} B - \frac{1}{15} + \frac{1}{8} \left( B - \frac{1}{3} \right)^2 \right) + \cdots \right],
\]

where \( c_s = \sqrt{gh} \) is the velocity of long gravity waves and \( B = \sigma / (\rho gh^2) \) is the Bond number. The cubic dispersion vanishes at \( B = B_{cr} = 1/3 \). In a small vicinity of the critical Bond number this expansion is simplified:

\[
\omega = k c_s \left[ 1 + \frac{\Delta B}{2} (kh)^2 + \frac{1}{90} (kh)^4 \right]
\]

where \( \Delta B = B - B_{cr} \). Hence one can see that the sign of the cubic dispersion coincides with the sign of \( \Delta B \). If \( \Delta B < 0 \) this dispersion curve has a saddle point, it is similar to that for the deep water case (compare with Fig. 1). At \( \Delta B > 0 \) both third and fifth dispersions are positive definite.

To describe weakly nonlinear waves for the shallow water case with small \( |\Delta B| \ll B_{cr} \) we can use the KDV equation with both third and fifth-order dispersions. In dimensionless variables this equation can be written in the form

\[
u_t + s u u_{xxx} + u_{xxx} + 6u u_t = 0, \tag{2.1}
\]

where \( s = -\text{sign}(\Delta B) \). Recall that the KDV equation is written in the system of reference moving with the “sound” velocity \( c_s \). In this equation both the nonlinear and dispersive terms are assumed to be much smaller in comparison with the rapid propagation at the “sound” velocity (see, e.g., [12–14]). However, these terms may be comparable to each other.

The dispersion relation for linear waves in (2.1),

\[
\omega(k) = -sk^2 + k^4, \tag{2.2}
\]

looks quite similar to the classical KDV dispersion relation close to \( k = 0 \), depending strongly on \( s \). For negative \( s \), their phase velocity

\[
c(k) = \frac{\omega(k)}{k} = -sk^2 + k^4, \tag{2.3}
\]

has the minimum value \( c_{\min} = 0 \) at \( k = 0 \). Therefore the soliton velocity \( V \) must be negative in order to exclude the Cherenkov resonance between soliton and linear waves.\(^1\)

For \( s < 0 \) and \( V < 0 \) the function

\[
L(k) = c(k) - V
\]

is positive and the corresponding linear operator

\[
\hat{L}(-i\partial_x) = c(-i\partial_x) - V
\]

is positive definite. Not surprisingly, it was shown that classical solitary waves with speed \( V < 0 \) bifurcate from the trivial solution \( u = 0 \) (see for example [48]). At small \( V(V \to 0^-) \) the fifth-order dispersion in (2.2) can be neglected. As a result, we arrive at the classical KDV soliton:

\[
u = -\frac{\kappa^2}{2 \cosh^2(x + 4\kappa^2 t)}
\]

where \( V = -4\kappa^2 < 0 \). This is an asymptotic soliton solution of Eq. (2.1) for \( s = -1 \). According to [48] these solitary waves are orbitally stable, at least when the speed \( V \) is between \(-1/4 \) and \( 0 \). When the speed crosses \(-1/4 \), the real eigenvalues \( V \) of

\[
-\partial_{xx} + u_{xxxx} = Vu
\]

become complex. It was shown in [49] that this transition leads to a plethora of multi-modal homoclinic orbits.

For \( s = +1(\Delta B < 0) \) the dispersion curve (2.2) has a minimum \( c_{\min} = -1/4 \), which is attained at \( k_0 = \pm 1/\sqrt{2} \). The corresponding linear operator

\[
\hat{L}(-i\partial_x) = \partial_x^4 + c_{\min} - V
\]

is positive definite if the soliton velocity \( V \) is less than the minimal phase velocity \( c_{\min} = V_{cr} \) (see, e.g., [50,19,22]). Above this critical value, the horizontal line \( V = \text{const} \) always intersects the dispersion curve (2.2) and therefore solitons are impossible for \( V > V_{cr} \), due to Cherenkov resonance (1.1). Thus, in the present case the touching \( V = \text{const} \) occurs from below, which corresponds to the bifurcation point for solitons.

\(^1\) It is worth noting that Eq. (1.1) in the present case always has one root \( k = 0 \), but as it will be shown later this root represents the removable singularity for the KDV type equations.
2.1. Behavior of solitons near bifurcation point

Before finding soliton solutions to Eq. (2.1) at \( s = +1 \), we first recall some general features of the fifth-order KDV equation. This equation, like the classical KDV equation, belongs to the Hamiltonian equations:

\[
u_t = J \frac{\delta H}{\delta u}, \quad J = \frac{\partial}{\partial x},
\]

where the Hamiltonian \( H \) is given by the expression

\[
H = \int_{-\infty}^{+\infty} \left[ -\frac{1}{2} u_{xx}^2 - \frac{1}{2} u_x^2 - u^3 \right] dx.
\]

or in the equivalent form

\[
u_t + u_{xxxx} + 6uu_x = 0.
\]

Besides the Hamiltonian \( H \), this equation has another integral of motion, the momentum

\[
P = \frac{1}{2} \int u^2 dx.
\]

Consider now solitary wave solutions \( u = u_c(x - Vt) \) with condition \( u \to 0 \) as \(|x| \to \infty\), assuming velocities \( V < c_{\text{min}} \). After one integration the equation for the soliton shape is written by means of the positive definite operator \( \hat{L} \):

\[
\hat{L}u \equiv -Vu_x + u_{xx} + u_{xxxx} = -3u^2.
\]

Sign positiveness of the operator \( L \) plays an essential role, not only for the existence of solitary waves but also for their stability [22].

First of all, we demonstrate how the soliton shape can be found near the critical velocity \( V_\text{cr} \) assuming that the difference between the solitary wave velocity and \( V_\text{cr} \) is small enough:

\[
\frac{V_\text{cr} - V}{|V_\text{cr}|} = \epsilon^2 \ll 1.
\]

Taking the Fourier transform of Eq. (2.8) yields

\[
u_k = \frac{1}{L(k)} (u_k^2),
\]

where

\[
L(k) = (k^2 - k_0^2)^2 + (V_\text{cr} - V)
\]

is the expression for the operator \( L \) in \( k \)-space. Hence one can see that when \( V \) approaches \( V_\text{cr} \) the Fourier spectrum of \( u_k \) is concentrated near \( k = k_0 \) with the characteristic width \( \delta k \sim \epsilon \). On the other hand, the quadratic nonlinearity in (2.7) produces all combined harmonics with \( k = \pm nk_0 \) where \( n \) is an integer. If one assumes now that the amplitude of the main harmonics vanishes (this assumption is later verified), then one should seek for a solitary wave solution of the Eq. (2.7) in the form of the sum of harmonics \( nk_0 \):

\[
u = u_0 + \sum_{n=1}^{\infty} (\psi_n(x)e^{ink_0x} + c.c.)
\]

In this expression we introduced the slow coordinate \( X = \epsilon x \) and assumed that \( \psi_n \sim \epsilon^n \) and \( u_0 \sim \epsilon^2 \). Applying the standard procedure of multi-scale expansion (see, for instance, [51,52]), one arrives at the equation

\[
|V_\text{cr}| \epsilon^2 \psi_1 - 2 \epsilon^2 \psi_{1xx} = -6(u_0 \psi_1 + \psi_2 \psi_1^*)
\]

The amplitudes of the zeroth and second harmonics are given by

\[
|V_\text{cr}| \epsilon^2 \psi_1 - 2 \epsilon \psi_{1xx} - 152|\psi_1|^2 \psi_1 = 0.
\]

Substitution of (2.13) into (2.12) yields for the fundamental harmonic amplitude the stationary nonlinear Schrödinger (SNLS) equation

\[
|V_\text{cr}| \epsilon^2 \psi_1 - 2 \psi_{1xx} - 152|\psi_1|^2 \psi_1 = 0.
\]
Hence one can see that the nonlinearity as well as the dispersion provide the existence of localized solutions in the form of solitary waves of the focusing NLS equation. After rescaling, this equation is written as

\[ -\epsilon^2 \psi + \psi_{xx} + 2|\psi|^2 \psi = 0. \quad (2.15) \]

Its solution is given by the classical NLS soliton

\[ \psi = \frac{\epsilon e^{i\omega}}{\cosh(\epsilon x)}, \quad (2.16) \]

which depends on one free parameter, i.e. the phase \( \phi \).

Thus, as \( V \to V_{cr} \), solitons undergo the supercritical bifurcation: the soliton amplitude is proportional to \( \epsilon \sim (V_{cr} - V)^{1/2} \) and its width increases like \( \epsilon^{-1} \sim (V_{cr} - V)^{-1/2} \), and while approaching the critical velocity the soliton solution transforms into the wave train: the train envelope coincides with the NLS soliton. As shown later (Section 4), the behavior of solitons near the supercritical point found here indeed is universal: it happens not only for shallow gravity–capillary solitary waves but for all solitary waves in conservative media.

In order to investigate the stability of the envelope solitary waves described by the SNLS Eq. (2.14), one needs to introduce the time dependence. It is easy to see that the expansion of the dispersion relation in the coordinate system moving with the solitary wave

\[ \Omega = k(c(k) - V) \equiv k L(k) \]

near \( k = k_0 \) has the form

\[ \Omega \approx k_0 [2(1 - k_0)^2 + (V_{cr} - V)]. \quad (2.17) \]

Assuming further that the amplitudes of the harmonics in the expansion (2.11) depend on the slow time \( T = \epsilon^2 t \) and taking into account the approximation (2.17) for frequency, one can easily obtain the time-dependent nonlinear Schrödinger equation for the fundamental harmonic

\[ i \frac{k_0}{k_1} \Psi_1 + |V_{cr}| \Psi_1 + 2\Psi_{1xx} + 152|\Psi_1|^2 \Psi_1 = 0. \quad (2.18) \]

After rescaling this equation can be written in the canonical form

\[ i \frac{\partial \psi}{\partial t} - \epsilon^2 \psi + \psi_{xx} + 2|\psi|^2 \psi = 0. \quad (2.19) \]

It should be noted that, unlike the fifth-order KDV Eq. (2.5), the NLS Eq. (2.19) has one additional symmetry, namely, the gradient symmetry: \( \psi \to \psi e^{i\phi} \), that appears as a result of the averaging applied over rapid oscillations. Therefore the envelope solitary wave solutions form a broader class than the solitary wave solutions of the Eq. (2.5). As shown in [53] and discussed above, this has nontrivial consequences on the solutions of (2.7) and on their stability. Just as an illustration of the method that will be used in the next subsection, we proceed with looking at the stability of envelope solitary waves described by the SNLS equation.

### 2.2. Stability of envelope solitons

It is not difficult to see that the solitary wave solution (2.16) represents a stationary point of the Hamiltonian

\[ H = \int_{-\infty}^{+\infty} \left(|\psi_x|^2 - |\psi|^4\right) \, dx \equiv l_1 - l_2. \quad (2.20) \]

for fixed number of particles \( N = \int |\psi|^2 \, dx \). In other words,

\[ \delta F_{NLS} = 0, \quad \text{where} \ F_{NLS} = H + \epsilon^2 N. \quad (2.21) \]

According to the Lyapunov theorem, a stationary point will be stable if it realizes a minimum (or a maximum) of the Hamiltonian.

In order to prove the stability of the soliton (2.16), it is enough to show that this solution realizes a minimum of the Hamiltonian according to the Lyapunov theorem.

Consider first the scaling transformations that preserve the number of particles:

\[ \psi(x) \to a^{-1/2} \psi(x/a). \quad (2.22) \]

Under this transform the Hamiltonian takes a dependence on the scaling parameter \( a \),

\[ H = \frac{l_1}{a^2} - \frac{l_2}{a}. \quad (2.23) \]
The function $H(a)$ has a minimum at $a = 1$, which corresponds to the soliton solution (2.16):
\[
H_1 = -\frac{2\epsilon^3}{3} \quad \text{and} \quad 2l_{1x} = l_2 = \frac{4\epsilon^3}{3}.
\] (2.24)

The soliton also realizes a minimum of $H$ with respect to another simple transformation, i.e., the gauge one,
\[
\psi_0(x) \rightarrow \psi_0(x) \exp[i\chi(x)],
\] (2.25)

which also preserves $N$,
\[
H = H_1 + \int (\chi x)^2 \psi^2 dx.
\]

Thus, both simple transformations yield a minimum for the Hamiltonian, thus indicating soliton stability.

Now we give an exact proof of this fact, following [38, 22]. The crucial point of this proof is based on integral estimates of the Sobolev type. These inequalities arise as sequences of the general embedding theorem first proved by Sobolev.

The Sobolev theorem states that the space $L_p$ can be embedded into the Sobolev space $W_2^1$ if the dimension of $R^1$,
\[
D < \frac{2}{p}(p + 4).
\]

This means that between norms
\[
\|u\|_p = \left[ \int |u|^p dx \right]^{1/p}, \quad (p > 0), \quad \|u\|_{W_2} = \left[ \int (\mu^2 |u|^2 + |\nabla u|^2) dx \right]^{1/2}, \quad (\mu^2 > 0),
\]

there exists the following inequality (see, e.g., [41]):
\[
\|u\|_p \leq M \|u\|_{W_2}^p
\] (2.26)

where $M$ is some constant $> 0$. For the particular case $D = 1$ and $p = 4$ the inequality (2.26) can be rewritten in the form
\[
\int_{-\infty}^{\infty} |\psi|^4 dx \leq M_1 \left[ \int_{-\infty}^{\infty} (\mu^2 |\psi|^2 + |\nabla \psi|^2) dx \right].
\] (2.27)

Hence one can easily obtain a multiplicative variant of the Sobolev inequality, the so-called Sobolev–Gagliardo–Nirenberg inequality [40] (see also [41, 54, 38]).

Let us apply in Eq. (2.26) the scaling transform $x \rightarrow \alpha x$. Then instead of (2.27) we have
\[
\int_{-\infty}^{\infty} |\psi|^4 dx \leq M_1 \left[ \mu^2 \int_{-\infty}^{\infty} |\psi|^2 dx \cdot \alpha + \int_{-\infty}^{\infty} |\nabla \psi|^2 dx \cdot \frac{1}{\alpha} \right]^2.
\]

This inequality holds for any (positive) $\alpha$ including a minimal value for the r.h.s. Calculating its minimum yields the desired inequality:
\[
\int_{-\infty}^{\infty} |\psi|^4 dx \leq C N^{3/2} \left[ \int_{-\infty}^{\infty} |\nabla \psi|^2 dx \right]^{1/2},
\] (2.28)

where $C$ is a new positive constant. One can arrive at the same inequality by considering the following set of inequalities [41]:
\[
\int_{-\infty}^{\infty} |\psi|^4 dx \leq \max_x |\psi|^2 \int_{-\infty}^{\infty} |\psi|^2 dx = \int_{-\infty}^{\max} \frac{d|\psi|^2}{dx} dx \int_{-\infty}^{\infty} |\psi|^2 dx
\]
\[
\leq 2N \int_{-\infty}^{\max} |\psi| |\nabla \psi| dx \leq 2N \int_{-\infty}^{\infty} |\psi| |\nabla \psi| dx \leq 2N^{3/2} \left[ \int_{-\infty}^{\infty} |\nabla \psi|^2 dx \right]^{1/2}.
\] (2.29)

where $C = 2$. This inequality can be improved by finding the best constant $C$ in (2.28). Evidently, the maximum value of the functional
\[
G[\psi] = \frac{l_2}{N^{3/2} l_1^{1/2}}
\]
yields the best constant. In order to find the maximum of $G[\psi]$ it is sufficient to consider all stationary points of this functional and among all of them we must choose the one which realizes the needed maximum. It is easy to check that all stationary points of $G[\psi]$ are defined by the equation which coincides with that for the solitary wave solution (2.16):
\[
-\lambda^2 \psi + \psi_{xx} + 2|\psi|^2 \psi = 0.
\]
Hence one can see that the maximum of $G[\psi]$ is attained on the real solitary wave solution (2.16) which, moreover, is unique up to a constant phase multiplier:

$$\psi_s = \frac{\lambda}{\cosh(\lambda x)}.$$ 

Then all integrals contained in $G[\psi]$ are easily calculated:

$$N = 2\lambda, \quad I_{1s} = \frac{2}{3}\lambda^3, \quad I_{2s} = \frac{4}{3}\lambda^3,$$

and the inequality (2.28) finally reads:

$$\int_{-\infty}^{\infty} |\psi|^4 dx \leq \frac{1}{\sqrt{3}} N^{3/2} \left[ \int_{-\infty}^{\infty} |\psi_x|^2 dx \right]^{1/2}. \quad (2.30)$$

Substituting now this inequality into (2.20) we obtain the following estimate:

$$H \geq H_s + (\sqrt{I_1} - \sqrt{I_1})^2, \quad (2.31)$$

where $H_s = -\frac{2}{3}\varepsilon^3 < 0$ is the value of the Hamiltonian on the solitary wave solution. This estimate becomes precise on the solitary wave solution. That, according to the Lyapunov theorem, proves the solitary wave stability. It is necessary to remind that the 1D NLS equation can be integrated by means of the inverse scattering transform (IST) [5]. For many models integrable by the IST such as the 1D NLS equation, solitons are structurally stable entities which retain their shape after scattering with another solitons or with waves from continuous spectra.

Thus, we have demonstrated that the envelope solitary wave (2.16) is stable with respect to partial-modulation type perturbations described by the NLS equation (2.19). However we have no answer about the stability for the original model (2.5). We repeat here that the purpose of this Section is to illustrate the method based on Lyapunov’s theory to obtain some stability results on the solitary wave solutions of (2.1).

### 2.3. Solitary wave stability

Let us now come back to the stationary KDV equation (2.8) for the solitary wave shape. It is easy to see that this equation is nothing more than the Euler–Lagrange equation for the functional

$$F = H + VP,$$

where $H$ is given by the formula (2.6) and $P$ is the momentum for (2.5). In other words, any solitary wave solution is a stationary point of the Hamiltonian $H$ for fixed momentum $P$. The soliton velocity $V$ in this case plays the role of Lagrange multiplier. So if we now show that the Hamiltonian (2.6) is bounded from below (its unboundedness from above is obvious) then the stationary point (solitary wave) corresponding to its minimum value will be stable according to the Lyapunov theorem. It is interesting to note that in the NLS limit the functional $F$ reduces to the corresponding functional $F_{\text{NLS}}$ (2.21).

First note that the functional $F$ can be written through the mean value of the operator $L$ and the integral of $u^3$:
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First note that the functional $F$ can be written through the mean value of the operator $L$ and the integral of $u^3$:
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where $H$ is given by the formula (2.6) and $P$ is the momentum for (2.5). In other words, any solitary wave solution is a stationary point of the Hamiltonian $H$ for fixed momentum $P$. The soliton velocity $V$ in this case plays the role of Lagrange multiplier. So if we now show that the Hamiltonian (2.6) is bounded from below (its unboundedness from above is obvious) then the stationary point (solitary wave) corresponding to its minimum value will be stable according to the Lyapunov theorem. It is interesting to note that in the NLS limit the functional $F$ reduces to the corresponding functional $F_{\text{NLS}}$ (2.21).

First note that the functional $F$ can be written through the mean value of the operator $L$ and the integral of $u^3$:

$$F = H + VP,$$

where $H$ is given by the formula (2.6) and $P$ is the momentum for (2.5). In other words, any solitary wave solution is a stationary point of the Hamiltonian $H$ for fixed momentum $P$. The soliton velocity $V$ in this case plays the role of Lagrange multiplier. So if we now show that the Hamiltonian (2.6) is bounded from below (its unboundedness from above is obvious) then the stationary point (solitary wave) corresponding to its minimum value will be stable according to the Lyapunov theorem. It is interesting to note that in the NLS limit the functional $F$ reduces to the corresponding functional $F_{\text{NLS}}$ (2.21).

Consider the mean value of the operator $L$

$$\hat{L}(-i\partial_x) = \int_{-\infty}^{+\infty} \frac{u(\partial_x^2 + k_0^2)^2}{2} dx + (V_{cr} - V) \int_{-\infty}^{+\infty} u^2 dx.$$

Our aim now will be to estimate the integral $\int u^3 dx$ through two other integrals in the functional $F$, namely through

$$I = \int_{-\infty}^{+\infty} u(\partial_x^2 + k_0^2)^2 dx \quad \text{and} \quad N = \int_{-\infty}^{+\infty} u^2 dx = 2P.$$

We first estimate the integral $I$ through $I_1 = \int u_x^2 dx$ and $N$. The needed estimate is given by the Sobolev–Gagliardo–Nirenberg inequality (see, for instance, [38]):

$$\int_{-\infty}^{+\infty} u^3 dx \leq C_1^{1/4} N^{5/4}, \quad (2.32)$$

where the best constant $C$ can be found similarly to that for (2.30). Simple calculations give

$$C_{\text{best}} = \sqrt{6} \cdot 5^{-3/4}.$$
The integral $I_1$ can be expressed through the integral $I$ if one integrates by parts the integral $\int_{-\infty}^{+\infty} u^2 dx$, and uses the Schwartz inequality (see [22]):

$$
\int_{-\infty}^{+\infty} u^2 dx = - \int_{-\infty}^{+\infty} u(u_{xx} + k_0^2 u) dx + \int_{-\infty}^{+\infty} k_0^2 u^2 dx
\leq N^{1/2} \left[ \int_{-\infty}^{+\infty} u(\partial_x^2 + k_0^2 u) dx \right]^{1/2} + k_0^2 N,
$$

(2.33)

and then substitutes this result into (2.32):

$$
\int_{-\infty}^{+\infty} u^2 dx \leq C_{\text{best}} (N^{1/2} I^{1/2} + k_0^2 N)^{1/4} N^{5/4}.
$$

(2.34)

By means of this inequality the functional $F$ can be estimated as follows:

$$
F \geq f(I) = \frac{1}{2} [(V_{eff} - V) N + I] - C_{\text{best}} (N^{1/2} I^{1/2} + k_0^2 N)^{1/4} N^{5/4}.
$$

(2.35)

As can be seen easily, the function $f(I)$ is bounded from below so that the final answer for $F$ takes the form:

$$
F \geq \min f(I).
$$

This estimate completes the proof [55].

Thus, we have demonstrated that the Hamiltonian for (2.5) is bounded from below for fixed momentum $P = 1/2 N$. If the solitary wave solution yielding the minimum of $H$ is not a separate stationary point, then this minimum can be achieved by means of continuous deformations of some initial distribution with finite norms $N$ and $I$, as was established in [56] in a small vicinity of solitary wave solutions. As was shown in [50] two branches of symmetric solitary waves with exponentially decaying oscillatory tails bifurcate from infinitesimal periodic waves at the minimum phase speed. At this point, unfortunately, we cannot conclude which one of the two branches of solitary wave solutions found in [50] realizes the minimum of $H$. Probably, the branch which was found to be linearly stable in [57] realizes the minimum of the Hamiltonian. It remains to be justified numerically. As seen above, in the small amplitude limit, the solitary waves can be viewed as modulated wave packets. Using a two-scale perturbation expansion near the maximum of the phase speed, one sees that in a frame moving with the wave, the envelope is governed to leading order by a steady version of the nonlinear Schrödinger (SNLS) equation [52]. But here arises an apparent contradiction: while in [50] only two branches were found, a one-parameter family of (generally asymmetric) solutions arises from the SNLS equation since the envelope of a solitary wave can be shifted relative to its carrier oscillations by an arbitrary amount. In trying to understand this apparent contradiction, Yang & Akylas [53] discovered that the actual structure of solitary wave solution branches near the maximum phase speed is quite complex. They carried out the two-scale expansion underlying the NLS equation beyond all orders using techniques of exponential asymptotics. Out of the one-parameter family of solitary waves solutions of the SNLS equation, only the symmetric branches arising when the phase-shift parameter is such that the maximum of the envelope coincides with either a crest or a trough of the carrier are true solutions of the fifth-order KDV Eq. (2.1). For all other values of the phase shift, there are in fact growing oscillations of exponentially small amplitude in the tails and the resulting wave is not locally confined. Nevertheless, two or more of these nonlocal wave packets can be pieced together if a certain selection criterion is satisfied [53]. The asymptotic results are in agreement with the numerical results in [58], where it was shown that a plethora of multi-pulse solitary wave solutions, including symmetric as well as asymmetric waves, exist.

At the end of this Section it is necessary to underline once more that the Lyapunov stability of the solitary wave solution reaching the minimal value of $H$ for fixed $P$ implies the stability of this solitary wave not only with respect to small perturbations but also relative to finite ones. This stability criterion can in fact be considered as an energy principle. For continuous media as considered here, the solitary wave state corresponding to the minimum of the Lyapunov functional can be achieved by means of radiation of small amplitude waves which provide the relaxation process to the ground solitary wave. This is quite different from the behavior for Hamiltonian systems with a finite number of degrees of freedom.

### 3. Optical solitons and their bifurcations

#### 3.1. Introducing remarks

In this section we consider how the mechanism of soliton bifurcations discussed in the previous Section for gravity-capillary waves is modified in nonlinear optics, mainly following the paper by Zakharov and Kuznetsov [22].

Solitons propagating in nonlinear optical media, especially in optical fibers, have been a very popular research topic since the beginning of the seventies when solitons in the KDV equation [4] and in the NLS equation [5] were shown to be structural stable and when, a bit later, Hasegawa and Tappet [6] suggested to use optical solitons as the information bit in fiber communications (for a recent review of this field see, e.g. [9]). For optical fibers these solitons are considered as
1D pulses which can be described by the 1D Maxwell equations. This Section mainly deals with 1D optical solitons. The multi-dimensional solitons and their stability will be considered in the next sections.

As is well known in optics (see, e.g. [42]), the spatial dispersion effects are small in comparison with the temporal dispersion ones (their ratio is a small relativistic factor, \(\approx v/c\) where \(v\) is the characteristic electron velocity in atoms and \(c\) the light velocity, thus, this ratio is of order \(\alpha = 1/137\)). Therefore the expansion of the electric induction \(D(t, r)\) in terms of the electric field \(E(t, r)\) represents an infinite set with respect to powers of the electric field, evaluated at the same point as the electric induction. Each term of this set contains only time convolutions. This is why in nonlinear optics the NLS equation, for example, is usually written for the electric field envelope, where the spatial coordinate \(z\) plays the role of time in the usual NLS equation and \(r\) represents the analog of coordinate (see, e.g., [9]). As shown in this Section, this peculiarity also changes the Hamiltonian formulation of the equations of motion, and introduces some pure optical features for solitons, their bifurcations and stability.

When one talks about optical solitons, the soliton spectrum is assumed to be concentrated inside some transparency window where linear damping is small enough and dispersion effects are prevalent. Typically, the soliton spectrum width \(\delta\omega\) is supposed to be small enough compared to the frequency band \(\Delta\omega\) of this window: \(\delta\omega \ll \Delta\omega\). In real systems, however, the frequency band \(\Delta\omega\) is narrow relative to the mean window frequency \(\bar{\omega}\): \(\Delta\omega \ll \bar{\omega}\). Thus, we have the following hierarchy of the characteristic inverse times:

\[
\delta\omega \ll \Delta\omega \ll \bar{\omega}.
\]

Each of these criteria allows one to consider a slow \((\tau^{-1} \sim \delta\omega)\) dynamics of soliton propagation in terms of the amplitude envelope as well as more rapid but still slow pulse dynamics with times \(\sim 1/\Delta\omega\). In particular, to derive the NLS equation, a basic model for the description of optical envelope solitons, one has to approximate the wave number by a quadratic polynomial

\[
\delta k = \frac{1}{v_{gr}}\delta\omega - \frac{1}{2} \frac{\omega''}{v_{gr}^3} (\delta\omega)^2.
\]

Here \(\delta k = k - k_0\) and \(\delta\omega = \omega - \omega_0\), \(v_{gr} = \frac{\bar{\omega}}{\omega_0}\) is the group velocity, \(k_0\) and \(\omega_0\) are the wave number and the frequency of the soliton carrier wave. On the frequency interval \(\Delta\omega\), however, the wave dispersion can differ significantly from the quadratic approximation (3.2) remaining still small in the sense of the criterion (3.1). It should also be noted that the current experimental situation (see, for instance, [59,9]) makes it possible to generate very short optical pulses such that \(\Delta\omega \ll 1\). On the other hand, the efficiency of optical fibers as a transmission medium for information is inversely proportional to soliton length. Hence, the needs of practice dictate using solitons that are as short as possible. The properties of "short" and "long" solitons of course will be quite different. For "short" solitons the expansion (3.2) is no longer valid and it has to be replaced by a more general formula

\[
\delta k - \frac{1}{v_{gr}}\delta\omega = -F(\delta\omega).
\]

Here the function \(F\) must be taken from the microscopic consideration or extracted from experimental data. In spite of the fact that the function \(F\) may be far from the parabolic dependence (3.2), averaging over the rapid time \(1/\omega_0\) can be performed nevertheless, leading to the description of a slow soliton dynamics by means of the generalized nonlinear Schrödinger (GNLS) equation. This average results in the appearance of a new integral of motion, i.e., the adiabatic invariant, which is related to the pulse energy. Due to this invariant, the GNLS equation admits a soliton solution for the envelope of the electromagnetic field \(E(x, t)\) in the form of a propagating pulse with an additional phase multiplier \(e^{i\lambda x}\):

\[
E(x, t - x/v_{gr}) = e^{i\lambda x}\psi(t - x/v_{gr} + \beta x), \quad v_{gr}^{-1} \gg \beta.
\]

As seen in the previous Section, solitons can exist if the function \(L(\xi) = \lambda - \beta \xi + F(\xi)\) is positive (or negative) definite for all \(\xi\). This criterion coincides with the familiar one for the gravity–capillary solitons in shallow water: it is the main selection rule for optical solitons also. If these criteria are not satisfied, the soliton radiates its energy due to the Cherenkov effect and ceases to exist after a certain time. This phenomenon takes place, in particular, if \(F(\xi)\) is a third-order polynomial. Even if \(L(\xi) > 0\) and solitons exist, the question about their stability is far from being trivial. In this section we establish that the soliton is stable if \(L(\xi)\) is a positive definite fourth-order polynomial when the main nonlinearity is connected with the Kerr effect. The stability proof is based on the boundedness of the Hamiltonian for the fixed adiabatic invariant. This proof is valid for all physical dimensions including \(d = 3\).

One more point that we would like to emphasize is that the objects traditionally called "solitons" in nonlinear optics are not solitons in the rigorous meaning of this word. These are "quasisolitons"—approximate solutions of the Maxwell equations, depending on four arbitrary parameters. Real "stationary" solitons which propagate at a constant velocity without change of their shapes are exact solutions of the Maxwell equations depending at most on two parameters. The latter exist if the dielectric permittivity \(\varepsilon(\omega)\) has a maximum in a considered frequency range for focusing nonlinearities and a minimum if the medium is defocusing. In pure conservative media quasisolitons exist only for a finite amount of time and radiate due to multi-photon processes. In practice, however, this time happens to be much larger than the lifetime due to the linear damping, and a difference between solitons and quasisolitons is not significant.
3.2. Stationary solitons

Now we demonstrate how soliton solutions can be found directly from the Maxwell equations. We consider the simplest model for one-dimensional pulse propagation assuming that the polarization is linear and perpendicular to the propagation axis. In this case the Maxwell equations, which read (c denotes the speed of light)

$$\frac{\partial E}{\partial x} = -\frac{1}{c} \frac{\partial B}{\partial t}, \quad \frac{\partial B}{\partial x} = -\frac{1}{c} \frac{\partial D}{\partial t} \tag{3.4}$$

can be reduced to the wave equation for the electric field \(E(x, t)\):

$$\frac{\partial^2 D}{\partial t^2} - c^2 \frac{\partial^2 E}{\partial x^2} = 0 \tag{3.5}$$

where the electric induction \(D\) is assumed to be connected with the electric field through the relation

$$D(x, t) = \hat{\varepsilon}(t) E(x, t) + \chi E^3(x, t). \tag{3.6}$$

In this expression \(\hat{\varepsilon}\) is the integral operator; the Fourier transform of its kernel, \(\varepsilon(\omega)\), is the dielectric permittivity. The second term in (3.6) corresponds to the Kerr effect; \(\chi\) is the Kerr constant.

The function \(\varepsilon(\omega)\) is extended analytically to the upper half-plane of \(\omega\) (see, for instance, [42]). For real values of \(\omega, \varepsilon(\omega)\) obeys the Kramers–Kronig relations. In particular, it follows from these relations that on the real axis the imaginary part of \(\varepsilon\), \(\varepsilon''\), responsible for the dissipation of electromagnetic waves, cannot be equal to zero for all frequencies. Moreover we will suppose that there exists some frequency band, \(\Delta \omega\), where the imaginary part of the permittivity is small enough and inside this band \(\varepsilon''\) will be neglected.

Consider the propagation of the wave packet with spectra within this transparency window, assuming that the frequency width of the pulse spectrum is small compared with \(\Delta \omega\). Only under such conditions can one expect a soliton solution. As mentioned above, two kinds of solitons are possible. The first type of solitons is a stationary soliton which propagates at a constant velocity without change of its shape. Another kind of soliton is the quasi-soliton. Quasisolitons have some internal dynamics and only on average do they propagate with a constant velocity. The classical examples of quasisolitons are breathers in the sine–Gordon equation (for details see, e.g., [12, 14, 13]).

Stationary solitons are exact solutions of the Eq. (3.5) of the form

$$E = E(x - Vt), \tag{3.7}$$

where \(V\) is a constant velocity and \(E\) is assumed to vanish at infinity. Substituting (3.7) into Eq. (3.5) allows the equation to be integrated twice:

$$\hat{\lambda}(x) = a E^3(x), \quad a = \frac{V^2}{c^2} \tag{3.8}$$

where the operator \(\hat{\lambda}\) is equal to

$$\hat{\lambda} = 1 - \frac{V^2}{c^2} \hat{\varepsilon}. \tag{3.9}$$

In the Fourier representation the operator \(\hat{\lambda}\) can be written in the form:

$$L(\omega) = 1 - \frac{V^2 \varepsilon(\omega)}{c^2} \tag{3.10}$$

where the frequency \(\omega\) and the wave number \(k\) are linked through the relation \(\omega = kV\). The second term in (3.10) is the square of the ratio between \(V\) and the phase velocity for an electromagnetic monochromatic wave of small amplitude,

$$V_{ph} = \frac{c}{\sqrt{\varepsilon(\omega)}}. \tag{3.11}$$

Hence it is easy to see that the operator \(\hat{\lambda}\) becomes positive definite if and only if for all \(\omega\)

$$V_{ph}^2(\omega) > V^2 \tag{3.12}$$

and, respectively, negative definite in the opposite case:

$$V_{ph}^2(\omega) < V^2. \tag{3.13}$$

Only in the case when conditions (3.12) or (3.13) are fulfilled a soliton solution is possible. Suppose that the conditions (3.12) and (3.13) are not satisfied, i.e., the equation

$$\frac{V^2 \varepsilon(\omega)}{c^2} = 1 \tag{3.14}$$
has a solution (for simplicity suppose that this solution is unique: $\omega = \omega_0$). Then the Eq. (3.7) can be rewritten as follows

$$E(x-Vt) = E_0(x-Vt) + \hat{L}^{-1}(1-\hat{P})\omega E^3(x-Vt).$$  

(3.15)

Here

$$E_0(x-Vt) = \text{Re}(A \exp[-i\omega_0(t-x/V)])$$

is a solution of the homogeneous linear equation

$$\hat{L}E_0 = 0$$  

(3.16)

and $\hat{P}$ is the projector to the state $E_0(x-Vt)$ so that $(1-\hat{P})\chi E^3(x-Vt)$ is orthogonal to $E_0$ and therefore on this class of functions the operator $\hat{L}$ is invertible. To find an explicit solution of the Eq. (3.15) one can apply, for instance, the iteration scheme by taking $E_0$ as a zeroth approximation. As a result of such an iteration the solution will be a nonlinear periodic wave with period corresponding to the frequency $\omega_0$. Its Fourier spectrum will be a set of delta functions $\delta(\omega-n\omega_0)$ with integer $n$. Of importance is that by so doing we will necessarily come to a nonlocalized solution which will depend on two parameters, i.e. the imaginary and real parts of the complex amplitude $A$. Hence one can make the following conclusion: The stationary Eq. (3.7) can have a soliton solution if the operator $\hat{L}$ is sign definite. If Eq. (3.16) has a nontrivial (real) solution, which is equivalent to stating that the phase velocity $V_{ph}$ and the velocity $V$ coincide,

$$V_{ph} = V,$$  

(3.17)

a stationary soliton solution is absent. Note that this conclusion is based on the fact that the singularity in the right hand side of Eq. (3.15) $(E^3)_\omega/L(\omega)$ cannot be removed. As shown below, such singularities can be removed if the matrix element of the four-wave interaction (in the given case $-\chi$) has some dependence on frequencies.

Eq. (3.17) is nothing more than the condition (1.1) for the Cherenkov radiation for a moving object. And it does not matter what is the nature of this object. It may be a charged particle, a ship, or, for instance, a soliton. In any case this object will lose its energy. In the given case this means that an electromagnetic soliton (or better to say—a pulse) which moves with the velocity $V$ satisfying the condition (3.13) will necessarily radiate waves and, consequently, such a pulse cannot exist as a stationary object. Thus, we arrive at the following criterion for the soliton existence: a soliton solution in some model can exist when the equation

$$\omega(k) = kV$$  

(3.18)

has no (real) solution. Here $\omega = \omega(k)$ is the dispersion relation. For electromagnetic waves $\omega(k)$ is determined from the equation

$$\omega^2 = \frac{k^2 c^2}{\varepsilon(\omega)}.$$  

(3.19)

The relation (3.18) has a simple interpretation in the $\omega - k$ plane (see Fig. 1). The r.h.s. of (3.18) corresponds to the straight line going through the origin and, respectively, the velocity $V$ in this plane is equal to the tangent of the slope angle $\phi$,

$$V = \tan \phi.$$  

The existence of a solution to Eq. (3.18) means an intersection of the curve $\omega = \omega(k)$ with the straight lines that define the whole cone of angles $\Omega$ where the stationary soliton solutions are impossible. Possible soliton solutions correspond to the cone complementary to $\Omega$, $\tilde{\Omega}$. In this case, $\partial \Omega$, straight lines $\omega = kV$ touch the dispersive curve $\omega = \omega(k)$ on the boundaries of the cones. At the touching points $k_i$, the group and phase velocities coincide:

$$\frac{\omega(k)}{k} \bigg|_{k_i} = \frac{\partial \omega(k)}{\partial k} \bigg|_{k_i}.$$  

(3.20)

For the dispersion law (3.19) this relation yields

$$\frac{d \varepsilon(\omega)}{d \omega} \bigg|_{\omega_i} = 0.$$  

(3.21)

At these critical points solitons undergo bifurcation, since outside the cone $\tilde{\Omega}$ stationary soliton solutions are absent. For supercritical bifurcations, it is shown below that the behavior of the optical soliton solutions near these critical points is universal, like for the capillary–gravity solitons in shallow water considered in the previous Section. We demonstrate this fact by using the example of the stationary Eq. (3.7) but it is important to emphasize that the proof is quite general and can be extended to many other models. It is necessary to repeat that this fact was first investigated for capillary–gravity solitons in deep water [60,16,19]. For capillary–gravity waves the dispersion law has a minimum phase velocity in the region connecting the gravity and capillary spectrum ranges (see Fig. 1).

Suppose for simplicity that Eq. (3.21) has only one solution $\omega = \omega_0$ and the cone of angles $\tilde{\Omega}$ lies below the critical velocity,
\[ V < V_{cr} = \frac{c}{\sqrt{E(\omega_0)}}. \]

namely, the function \( E(\omega) \) has two equal maxima at two symmetric points so that
\[ \frac{d^2 E(\pm \omega_0)}{d\omega^2} < 0. \]

In this case the operator \( \hat{L} \) is invertible and Eq. (3.8) can be written as
\[ E_{\omega} = \frac{1}{L(\omega)} a(E^3)_{\omega}. \quad (3.22) \]

Near the critical velocity, \( V_{cr} - V \ll V_{\alpha}, L(\omega) \), which is an even function of \( \omega \), is close to zero near two symmetrical points \( \omega = \pm \omega_0 \). Therefore, according to Eq. (3.22), the distribution of \( E(\omega) \) will follow, to a large extent, that for the function \( 1/L(\omega) \). This means that in the \( t \)-representation a solution should be closed to the monochromatic wave. The wave monochromaticity increases as \( V \) approaches \( V_{cr} \). Secondly, we will assume that the soliton amplitude vanishes smoothly while approaching the critical velocity \( V_{\alpha} \). In fact this assumption means that the bifurcation we expect is supercritical. Therefore, \( E(t') \left( t' = t - x/V \right) \) can be sought as an expansion over the harmonics \( n\omega_0 \) (compare with (2.11)):
\[ E(t) = \sum_{n=0}^{\infty} [E_{2n+1}(\tau)e^{-i(2n+1)\omega_0 t'} + c.c.]. \quad (3.23) \]

Here we formally introduced the small parameter
\[ \epsilon = \sqrt{1 - \frac{V}{V_{cr}}} \quad (3.24) \]

and the slow time \( \tau = \epsilon t' \) so that the coefficients \( E_{2n+1}(\tau) \) are the amplitude envelopes for each harmonics. Such representation means also that the frequency width of each harmonics, \( \delta \omega \sim \epsilon \), is small in comparison with the frequency \( \omega_0 \), i.e., the Fourier spectrum of (3.23) represents a set of narrow peaks. Two main peaks correspond to the first harmonics. Therefore the action of the operator \( \hat{L} \) on (3.23) can be also expanded into a series with respect to \( \epsilon \). Assuming the amplitude \( E_{2n+1} \) to be of order \( \epsilon^{2n+1} \) and substituting (3.23) into the stationary Eq. (3.8) together with (3.21), leads to the stationary NLS equation at leading order:
\[ \epsilon^2 E_1 - S \frac{d^2 E_1}{dt'^2} - \frac{3}{2} a |E_1|^2 E_1 = 0 \quad (3.25) \]

where
\[ S = -\frac{V_{\alpha}^2}{4c^2} \frac{d^2 E(\omega_0)}{d\omega^2} > 0. \quad (3.26) \]

Eq. (3.25) has a soliton solution only if \( a > 0 \):
\[ E_1(t') = \frac{2\epsilon}{\sqrt{3a}} \text{sech} \left[ \frac{\epsilon(t - x/V - t_0)}{\sqrt{S}} \right]. \quad (3.27) \]

This solution is unique up to a constant phase multiplier. It follows the universal asymptotics for stationary solitons: its amplitude vanishes like \( \sqrt{V_{\alpha} - V} \) as \( V \) approaches \( V_{\alpha} \) and the soliton duration \( \Delta t \) grows inversely to the factor \( \Delta t = \sqrt{S}/\epsilon \). Thus, near the bifurcation point, optical solitons have the same behavior as the capillary–gravity solitons in the shallow water case.

For times larger than \( \Delta t \) it is necessary to take into account the next terms in the expansion, in particular the third-order dispersion and corrections to the cubic nonlinearity. Already the soliton behavior becomes non-universal in this temporal region.

It is important to note that for \( \epsilon^2 = 1 - V/V_{\alpha} < 0 \) Eq. (3.25) has no soliton type solutions. When the touching of the dispersive curve occurs from above and the parameter \( S \) becomes negative, solitons exist only for defocusing media (\( \chi < 0 \)).

### 3.3. Quasisolitons and higher-order dispersion

In this subsection which deals with the example of the generalized nonlinear Schrödinger (GNLS) equation we discuss what is the difference between the solitons considered in the above subsection and quasisolitons. The GNLS equation has a wider class of soliton solutions than the original Maxwell equations. Unlike stationary solitons (3.27), these solutions are approximate, and depend on four parameters. However, as shown below, the selection rule for quasi-soliton solutions remains the same as for the stationary solitons considered previously. Let the transparency window \( \Delta \omega \) be small compared...
with the mean value of frequency \( \omega_0 : \omega_0 \gg \Delta \omega \). In this case one can introduce the envelope \( E_1(x, t) \) for the whole region. In order to derive the equation for envelopes the most convenient approach is the one based on the Hamiltonian formalism [33].

Consider Eq. (3.5) which can be conveniently represented as a system of two equations:

\[
\frac{\partial \rho}{\partial x} + \frac{\partial^2 \phi}{\partial t^2} = 0, \quad \frac{\partial \phi}{\partial x} + \frac{1}{c^2} \left( \dot{\rho} + \frac{4\pi \chi}{c^2} \rho^3 \right) = 0.
\]  

(3.28)

The potential \( \phi \) and the “density” \( \rho \) are related to the electric \( (E) \) and magnetic \( (B) \) fields as follows:

\[
E = \sqrt{\frac{4\pi}{c}} \, \rho, \quad B = \sqrt{\frac{4\pi}{c}} \frac{\partial \phi}{\partial t}.
\]  

(3.29)

The Eq. (3.28) can be written in the Hamiltonian form:

\[
\frac{\partial \rho}{\partial x} = \frac{\delta \mathcal{H}}{\delta \phi}; \quad \frac{\partial \phi}{\partial x} = -\frac{\delta \mathcal{H}}{\delta \rho},
\]  

(3.30)

where \( x \) plays the role of time and the Hamiltonian is the integral over time

\[
\mathcal{H} = \int \left[ \frac{1}{2} \left( \frac{\partial \phi}{\partial t} \right)^2 + \frac{1}{2c^2} \rho^2 \rho + \frac{\pi \chi}{c^4} \rho^4 \right] dt \equiv \frac{1}{8\pi} \int \left( B^2 + \frac{\pi E}{2} \right) dt.
\]  

(3.31)

The quadratic part of \( \mathcal{H} \) yields the linear dispersion law \( k = k(\omega) \), which coincides with (3.19). The transition to the normal variables \( a_\omega(x) \) is obtained through the change

\[
\rho_\omega = \sqrt{\frac{\omega^2}{2k(\omega)}} (a^*_\omega + a_{-\omega}); \quad \phi_\omega = -i \sqrt{\frac{k(\omega)}{2\omega^2}} (a^*_\omega - a_{-\omega}),
\]  

(3.32)

where \( \rho_\omega \) and \( \phi_\omega \) are the Fourier images of the “density” \( \rho \) and the potential \( \phi \). In these formula \( k(\omega) \) is understood as a positive root of the dispersive relation (3.19). Substituting these relations into Eq. (3.30) gives the equations of motion in terms of \( a_\omega \):

\[
\frac{\partial a_\omega}{\partial x} = \frac{1}{2i} \frac{\delta \mathcal{H}}{\delta a^*_\omega},
\]  

(3.33)

where the Hamiltonian \( \mathcal{H} \) takes the standard form (compare with [33]):

\[
\mathcal{H} = \int k(\omega)|a_\omega|^2 d\omega + \frac{1}{2} \int T_{\omega_1\omega_2\omega_3\omega_4} a^*_{\omega_1} a_{\omega_2} a_{\omega_3} a_{\omega_4} \delta_{\omega_1+\omega_2-\omega_3-\omega_4} \prod_i d\omega_i.
\]  

(3.34)

The matrix element \( T \) is given by the formula

\[
T_{\omega_1\omega_2\omega_3\omega_4} = \frac{3\chi}{4c^4} \left[ \frac{\omega^2_1 \omega^2_2 \omega^2_3 \omega^2_4}{k(\omega_1)k(\omega_2)k(\omega_3)k(\omega_4)} \right] \frac{1}{2}.
\]  

(3.35)

If the susceptibility \( \chi \) depends on frequencies then the constant \( \chi \) in the matrix element (3.35) must be changed into \( \chi(\omega_1, \omega_2, \omega_3, \omega_4) \) with the necessary symmetry properties (see, for instance, [42,24]). Consequently the matrix element \( T \) has the following symmetry relations:

\[
T_{\omega_1\omega_2\omega_3\omega_4} = T_{\omega_2\omega_1\omega_3\omega_4} = T_{\omega_1\omega_2\omega_4\omega_3} = T^*_{\omega_3\omega_4\omega_1\omega_2}.
\]  

(3.36)

In the Hamiltonian (3.34) we kept only the terms responsible for wave scattering and neglected all other processes which contribute at next (sixth) order in the wave amplitude.

The Hamiltonian formulation of the equations of motion (3.33) guarantees “conservation” (independence on \( x \)) of the Hamiltonian \( \mathcal{H} \) and also of the “momentum”

\[
P = \int \omega |a_\omega|^2 d\omega,
\]  

(3.37)

which exactly coincides with the integration over time of the Pointing vector

\[
P = \frac{c}{4\pi} \int_{-\infty}^{\infty} EB dt \equiv \int_{-\infty}^{\infty} \rho \frac{\partial \phi}{\partial t} dt.
\]
Let us now derive the equations for the envelopes by introducing the envelope amplitude for the wave packet
\[ \psi(t, x) = \frac{1}{\sqrt{2\pi}} \int a_\omega e^{-i(\omega - \omega_0)t - i\delta(\omega_0)\chi} d\omega. \]

Here we assume that the spectrum of \( a_\omega \) is concentrated in the narrow interval \( \delta \omega \) near the frequency \( \omega_0 \), \( \omega_0 \gg \delta \omega \). The amplitude \( \psi(t, x) \) is a slowly varying function of coordinate and time.

Next one expands \( k(\omega) \) and \( T_{\omega_0^2 \omega_0^4} \) in series with respect to \( \Omega = \omega - \omega_0 \) near the point \( \omega_0 \).

\[ k(\Omega) = k(\omega_0) - k(\omega_0) \frac{\Omega}{V_{gr}} = \frac{1}{V_{gr}} \Omega - k_0 S \Omega^2 - \gamma \Omega^3 + \delta \Omega^4 + \cdots, \quad (3.38) \]

\[ T_{\omega_0^2 \omega_0^4} = T_0 + \frac{\partial^T}{\partial \omega_1} (\Omega_1 + \Omega_2 + \Omega_3 + \Omega_4) + \frac{1}{2} \frac{\partial^2 T}{\partial \omega_1^2} (\Omega_1^2 + \Omega_2^2 + \Omega_3^2 + \Omega_4^2) + \frac{\partial^2 T}{\partial \omega_1 \partial \omega_2} (\Omega_1 \Omega_2 + \Omega_3 \Omega_4) + \frac{\partial^2 T}{\partial \omega_1 \partial \omega_3} (\Omega_1 \Omega_3 + \Omega_1 \Omega_4 + \Omega_2 \Omega_3 + \Omega_2 \Omega_4) + \cdots. \quad (3.39) \]

We kept all terms up to fourth order in \( \Omega \) in the expression for \( k(\omega) \) and all terms up to second order in \( \Omega \) in the matrix element \( T \). For the expansion of the matrix element we assumed \( T \) to be real for the sake of simplicity and used its symmetry properties (3.36). In this case the coefficients are equal to

\[ T_0 = T_{\omega_0^2 \omega_0^4} = \frac{3 \chi}{4 \Delta^4} \frac{\omega^4}{k^2(\omega_1)}; \]

\[ \frac{\partial T}{\partial \omega_1} = \frac{\partial T}{\partial \omega_2} = \frac{\partial T}{\partial \omega_3} = \frac{\partial T}{\partial \omega_4} = \frac{3 \chi}{4 \Delta^4} \frac{\partial}{\partial \omega_1} \left[ \frac{\omega^2 \omega_0^2 \omega_1^2}{k(\omega_1) k(\omega_2) k(\omega_1) k(\omega_4)} \right]^{1/2}; \]

\[ \frac{\partial^2 T}{\partial \omega_1 \partial \omega_2} = \frac{\partial^2 T}{\partial \omega_1 \partial \omega_3} = \frac{\partial^2 T}{\partial \omega_1 \partial \omega_4} = \frac{\partial^2 T}{\partial \omega_2 \partial \omega_3} = \frac{\partial^2 T}{\partial \omega_2 \partial \omega_4} = \frac{\partial^2 T}{\partial \omega_3 \partial \omega_4} = \frac{1}{k(\omega_1)^{1/2}} \left[ 1 - \frac{V_{ph}}{2 V_{gr}} \right]. \]

Taking the Fourier transform with respect to \( \Omega \) yields the generalized NLS equation for \( \psi_t \):

\[ i \left( \frac{\partial \psi}{\partial t} + \frac{1}{V_{gr}} \frac{\partial \psi}{\partial x} \right) + k_0 S \psi_{ttt} + \beta_1 |\psi|^2 \psi = -i \gamma \psi_{ttt} - 4i \beta_2 \psi \psi_t - i \delta \psi_{tt} - (\beta_3 - \beta_4) \left( (\psi^2 \psi_t^* t - (\psi_t^* t^2 \psi^*)_t - (\psi_t^* \psi^* \psi^*_t \psi^*_t)_t + (\beta_3 + \beta_4) \psi^* (\psi^* \psi^*_t \psi^*_t)_t - \beta_6 |\psi|^4 \psi. \quad (3.40) \]

The left hand side of this equation corresponds to the classical NLS equation: the second term in this part describes the propagation of the wave packet as a whole and therefore can be excluded when going to the moving system of coordinates. The next term \( -S \) is responsible for the quadratic dispersion. In the case \( d \delta(\omega_0)/d\omega_0 = 0 \) the coefficient \( S \) coincides with the expression (3.26). The last term in this group defines the nonlinear frequency shift for a monochromatic wave. The first two terms in the right hand side are proportional to \( (\delta \omega/\omega_0)^3 \). It is important that there are only two such terms and that the coefficient \( \beta_2 = 2 \pi \int \frac{T}{\omega_0^2} \) is not equal to zero, even for a constant susceptibility \( \chi \). At \( \chi = \text{const} \) the coefficient \( \beta_2 \) can vanish only if \( k \sim \omega^2 \). All the other terms are proportional to \( (\delta \omega/\omega_0)^4 \). Among them there is the term \( \sim |\psi|^4 \psi \) which possesses the same order of magnitude.

The coefficients \( \beta_i \) in Eq. (3.40) have a simple form for the matrix element (3.35):

\[ \beta_1 = \frac{3}{2} \pi k_0^2 \chi \left( \frac{V_{ph}}{c} \right)^4; \quad \beta_2 = \frac{\beta_1}{\omega_0} \left( 1 - \frac{V_{ph}}{2 V_{gr}} \right); \]

\[ \beta_3 = \frac{\beta_1}{\omega_0} \frac{\partial^2}{\partial \omega_0^2} \left( \frac{\omega_0}{k^{1/2}} \right) - \beta_4 = \beta_5 = \frac{\beta_1}{\omega_0^2} \left( 1 - \frac{V_{ph}}{2 V_{gr}} \right)^2. \quad (3.41) \]

Eq. (3.40) has an Hamiltonian formulation:

\[ i \frac{\partial \psi}{\partial x} = -\frac{\delta \mathcal{H}}{\delta \psi^*}. \quad (3.42) \]

Here the Hamiltonian \( \mathcal{H} \) is represented as a sum of Hamiltonians \( \mathcal{H}_i \):

\[ \mathcal{H} = \mathcal{H}_1 + \mathcal{H}_2 + \mathcal{H}_3 + \mathcal{H}_4 + \cdots, \]

where

\[ \mathcal{H}_1 = \frac{i}{V_{gr}} \int \psi^* \psi_t \psi dt, \quad (3.43) \]
\[ \mathcal{H}_2 = - \int \left( k_0 S |\psi_t|^2 - \frac{\beta_1}{2} |\psi|^4 \right) dt, \]  
(3.44)

\[ \mathcal{H}_3 = \int \left[ i \gamma \psi^* \psi_{tt} + i \beta_2 (\psi^* \psi_t - \psi \psi^*_t) |\psi|^2 \right] dt, \]  
(3.45)

\[ \mathcal{H}_4 = \int \left[ \delta |\psi_t|^2 - \frac{\beta_3}{2} |\psi|^2 (\psi \psi^*_{tt} + c.c.) - \frac{\beta_4}{2} (\psi_t^2 \psi^*_t + c.c.) - \frac{\beta_5}{2} \psi^* \psi_t^2 + \frac{\beta_6}{3} |\psi|^6 \right] dt. \]  
(3.46)

\( \mathcal{H}_2 \) corresponds to the classical NLS equation, and the next ones to the complex MKDV equation. It is important that each Hamiltonian is small compared to the previous one. However, such a situation can change if, for some reason, some coefficients have an additional smallness. As seen from (3.27), the soliton width decreases with the coefficient of quadratic dispersion \( S \). So, at small \( S \) (such situation occurs near the so-called zero dispersion point) it is necessary to take into account only the cubic dispersion \((\sim \gamma)\) and to neglect all higher-order terms, and also the term proportional to \( \beta_2 \). On the opposite, if the coefficient \( \beta_1 \) is small, one needs to take into account the nonlinear dispersion \( \sim \beta_2 \) and to neglect the cubic linear dispersion. As shown in the next sections, one also needs to keep the last term in (3.46) in the latter case.

Let us now analyze the solutions for the generalized NLS equation. We start from the NLS equation with quadratic dispersion (corresponding to the Hamiltonian (3.44))

\[ i \frac{\partial \psi}{\partial x} + \psi_{tt} + 2 |\psi|^2 \psi = 0 \]  
(3.47)

to illustrate how the mechanism (3.27) presented above works. Here the dimensionless variables are used and the nonlinearity is assumed to be focusing: \( S \psi > 0 \).

It should be noted that, unlike the wave Eq. (3.5), the general NLSE (3.40) and, in particular, the NLS with quadratic dispersion has one additional symmetry, namely, the gauge symmetry: \( \psi \rightarrow \psi e^{i \phi} \), that appears as a result of the averaging over rapid oscillations. Therefore the envelope soliton solutions form a broader class than solutions to the wave equation (3.5) and, according to our definition, they must be related to quasisolitons. To find the corresponding solution one should put \( \psi(x, t) = e^{iz} \psi_s(t + \beta x) \) where \( \psi_s \) obeys the equation:

\[ L(i\hbar) \psi \equiv -i \beta \psi_t + \lambda \psi - \psi_{tt} = 2 |\psi|^2 \psi, \]  
(3.48)

where the subscript \( s \) is omitted. Here the parameter \( \beta \), which corresponds to an inverse velocity for the Eq. (3.40) in dimensional variables, is equal to the difference between the soliton and the group velocities divided by \( \nu^2 \).

According to (3.18), the condition for Cherenkov radiation will be written as follows:

\[ \beta \Omega = k(\Omega) \quad \text{or} \quad L(\Omega) = 0, \]  
(3.49)

where the dispersion law for the Eq. (3.48) takes the form:

\[ k(\Omega) = \lambda + \Omega^2. \]  
(3.50)

Hence one can see that for \( \lambda < 0 \) the resonance condition (3.49) is satisfied for all values of the "velocity" \( \beta \) (see Fig. 2) and consequently solitons do not exist in this case. This can be checked directly by solving the Eq. (3.48): for \( \lambda < 0 \) all solutions are periodic or quasi-periodic. Soliton solutions are possible for \( \lambda > 0 \). Their velocities lie in the range \( -2 \sqrt{\lambda} \leq \beta \leq 2 \sqrt{\lambda} \) (see Fig. 3). At the points \( \Omega = \pm \sqrt{\lambda} \) the dispersive curve \( k = k(\Omega) \) touches the straight line \( k = \beta \Omega \). At these points the solution must vanish in agreement with the general theory. It directly follows from the exact solution of (3.48):

\[ \psi = e^{i \lambda x} e^{i \beta \Omega t} \frac{\Delta \Omega}{\cosh(\Delta \Omega t')}, \quad \Delta \Omega = \sqrt{\lambda - \beta^2}/4. \]  
(3.51)

Solitons exist only for \( \lambda > \beta^2/4 \). The upper boundary in this inequality defines the critical velocity:

\[ \beta_\omega = \pm 2 \sqrt{\lambda}. \]

Note also that at \( \lambda > \beta^2/4 \) the operator \( L \) in Eq. (3.48) is positive definite.

Now let us consider the case of third-order dispersion. Suppose as before that the desired solution depends on \( x \) exponentially:

\[ \psi(x, t) = e^{i \lambda x} \psi_s(t'), \quad t' = t + \beta x. \]  
(3.52)

The corresponding operator \( L(i\hbar) \) has the form

\[ L(\Omega) = -\beta \Omega + \lambda + S \Omega^2 + \gamma \Omega^3. \]  
(3.53)

This operator for any values \( \lambda, \beta, S \) and \( \gamma \neq 0 \) is not sign definite. This means that the equation \( L(\Omega) = 0 \) or its equivalent form

\[ \beta \Omega = \lambda + S \Omega^2 + \gamma \Omega^3 \]
Fig. 2. The dispersive curve (3.50) for negative $\lambda$. Any straight lines leaving the origin always intersect the curve.

Fig. 3. The dispersive curve (3.50) for positive $\lambda$. Dashed lines tangent to the curve correspond to the critical velocities $\beta = \pm 2\sqrt{\lambda}$. The soliton velocity cone is limited by these two dashed lines.

Fig. 4. The third-order dispersion $k = D\Omega^2 + \gamma \Omega^3$. The straight line dispersive curve (3.50) for positive $\lambda$. The straight line (dashed) touches the dispersive curve at the point $\Omega = \Omega_0$ but intersects the curve at $\Omega = 0$.

has at least one real solution: any straight line going through the origin always intersects the dispersive curve $k(\Omega) = \lambda + S\Omega^2 + \gamma \Omega^3$. For example, at $\lambda = 0$ and $\beta \geq \beta_0 = -S^2/(4\gamma)$ all straight lines $k = \beta\Omega$ intersect twice the curve $k = k(\Omega)$. At $\beta < \beta_0$ straight lines have one intersection, and touching takes place at $\beta = \beta_0$ (see Fig. 4). However,
one intersection is enough to exclude solitons. From a different point of view, the example of the KDV equation, which simultaneously has cubic linear dispersion and solitons, would seem to be in contradiction with what we just said. But there are no contradictions. The reason is the dependence of the matrix element on wave vectors that provides the cancelation of singularities in the equation of type (3.22).

Let us show on the example of the KDV equation
\[ U_t + U_{xxx} + 6UU_x = 0, \tag{3.54} \]
how such a cancelation of singularities occurs. For solitons moving with velocity \( v \)
\[ L(k) = i k (v + k^2). \]
If \( v > 0 \) the equation \( L(k) = 0 \) has one real root \( k = 0 \). In this case the analog of (3.22) reads
\[ U_k = \frac{3 i k (U^2)_k}{L(k)}, \]
which, evidently, does not contain a singularity at \( k = 0 \). A similar situation occurs for other equations of the KDV type (see, for instance, [61]). It is necessary to mention the papers [62] where the soliton type solutions were found for the GNLS with third-order dispersion and the corresponding nonlinearity (3.44), (3.45). Being formally correct these solutions have a spectrum concentrated in the frequency range \( \Omega \sim 1/\gamma, 1/\beta_2 \), comparable with the frequency \( \omega_0 \). In other words they have parameters which are not compatible with perturbation theory. The existence of such solitary waves indicates that the cancelation of singularities also takes place. The soliton spectrum is shifted by a small value when there is the following relation between the coefficients \( S, \gamma, \beta_1 \) and \( \beta_2 \):
\[ \frac{k_0 S}{\beta_1} = \frac{3 \gamma}{4 \beta_2}. \]
This situation is quite special: Eq. (3.40) (written in dimensionless variables)
\[ i \psi_x + \psi_{tt} + 2 |\psi|^2 \psi = i \epsilon (\psi_{tt} + 6 |\psi|^2 \psi), \tag{3.55} \]
allows the application of the inverse scattering transform (see, for instance, [12]). In this case the Hamiltonians (3.44) and (3.45) are conserved separately. Both Hamiltonians are generated by the same auxiliary operator, namely the Zakharov–Shabat operator [5]. The parameter \( \epsilon \) in this equation is of order \( \delta \omega/\omega \) and \( \psi \) takes values of order one. The soliton solution for this equation was first presented in the papers [63]. The simplest solution among them is
\[ \psi = e^{i u^2 x} \frac{\mu}{\cosh[\mu(t - \epsilon u^2 x)]}, \]
which transforms at \( \epsilon = 0 \) into the stationary NLS soliton (3.51).

From the above results one can make the following conclusion: the existence of soliton solutions for the operators \( L \) of third order is linked to presence of the derivative in the nonlinear term or, in another words, to the matrix elements dependence on frequencies. If such dependence is absent or not essential (as it is, for instance, near a zero dispersion point) then there are no reasons for the cancelation of singularities in equations of type (3.22).

In the following we restrict ourselves to the case where the nonlinearity dispersion is absent or not essential. In such a situation the third-order dispersion cannot provide soliton existence—one needs to take into account the next order terms.

For the fourth-order dispersion the corresponding operator \( L \) reads
\[ L(\Omega) = - \beta \Omega + \lambda + S \Omega^2 + \gamma \Omega^3 + \delta \Omega^4. \tag{3.56} \]
The sign definiteness of \( L \) will now be defined by the sign of the parameter \( \delta \): at \( \delta > 0 \) the function \( L \) will be positive for large \( \Omega \) and, respectively, negative in the opposite case.

By an appropriate frequency shift, \( \Omega \rightarrow \Omega + \nu \), one can always exclude the cubic term from the operator \( L \). Secondy, with the help of simple rescaling and sign change, \( L(\Omega) \) can be transformed to the two following canonical forms:
\[ L(\nu) = - \beta \Omega + \lambda + S \nu^2 + \gamma \nu^3 + \delta \nu^4, \tag{3.57} \]
\[ L(\nu) = - \beta \Omega + \lambda + S \nu^2 + \nu_0^2)^2. \tag{3.58} \]

Applying the criterion (3.49) to the dispersion law (3.57) for \( \lambda < 0 \) yields satisfaction of the resonance condition (3.49) for all values of \( \beta \) and, thus, in this parameter region solitons are impossible. For positive \( \lambda = \mu^4 > 0 \) solitons are possible at the region \( - \beta_\alpha \leq \beta \leq \beta_\alpha \) where
\[ \beta_\alpha = 4 \Omega_0 (\Omega_0^2 - \nu_0^2) \quad \text{or} \quad \Omega_0^2 = \frac{1}{6} \left( 2 \nu_0^2 + \sqrt{16 \nu_0^4 + 12 \mu^4} \right). \tag{3.59} \]

Near the critical velocity (3.59) the dispersion is positive and therefore localized solitons can only exist for the focusing \( (\delta \chi > 0) \) nonlinearity, which in contrast, would be defocusing in the case of quadratic dispersion.
Fig. 5. The soliton shape at $\mu/v_0 = 1/3$. The soliton amplitude and time are measured in units $v_0^2$ and $v_0^{-1}$, respectively. The soliton envelope has a form which is close to the sech form.

The soliton shape is determined from the equation:

$$L(i\partial_t)\psi = 2\sigma |\psi|^2\psi,$$  \hspace{1cm} (3.60)

where $L(i\partial_t)$ is given by formulas (3.57) and (3.58); $\sigma = \text{sign}(\delta \chi)$ defines the character of the nonlinear interaction: focusing for $\sigma = 1$ and, respectively, defocusing for negative $\sigma$. Soliton solutions are possible only for the focusing case. The simplest solutions of (3.60) are standing solitons (they have zero speed). Their form for $L$ (3.58) is found by integrating the equation

$$\mu^4\psi + (\partial_t^2 + v_0^2)^2\psi - 2|\psi|^2\psi = 0.$$  \hspace{1cm} (3.61)

It is important that a moving soliton with fourth-order dispersion has a shape which is different from that of the soliton for the NLSE with quadratic dispersion and cannot be distorted into a standing soliton through phase transform and simple rescaling.

In order to find solutions, Eq. (3.61) should be supplemented by the boundary conditions:

$$\psi, \psi_t \to 0 \quad \text{as} \quad t \to \pm \infty.$$

The symmetry of Eq. (3.61) with respect to $t$ allows one to look for real symmetric solutions: $\psi(t) = \psi(-t) = \psi^*(t)$. At infinity ($t \to \pm \infty$) these solutions must vanish exponentially, $\psi \sim e^{\nu t} \to 0$, where the exponents $\nu$ are defined from the equation

$$\mu^4 + (\nu^2 - v_0^2)^2 = 0.$$  \hspace{1cm} (3.62)

The roots of this equation are given by the expressions

$$\nu = \pm \left[ \frac{1}{2} \left( \sqrt{\mu^4 + v_0^4} + v_0^2 \right) \right]^{1/2} \pm \frac{1}{2} \left( \sqrt{\mu^4 + v_0^4} - v_0^2 \right)^{1/2}. \hspace{1cm} (3.62)$$

Namely, all the roots are complex. In particular, this means that standing soliton solutions must have an oscillating structure. If $\mu \sim v_0$, the ratio between the imaginary and real parts of the exponents is of the same order. The critical touching takes place at $\mu = 0$. Near this point the real part $\nu'$ vanishes, but the imaginary part remains:

$$\nu \approx \pm \mu^2/v_0 \pm iv_0. \hspace{1cm} (3.63)$$

Only in this limit one can obtain the envelope soliton with the sech form (3.27).

For large $\mu (\mu \gg v_0)$ the roots have the asymptotic behavior

$$\nu = \mu \frac{\pm 1 \pm i}{\sqrt{2}}.$$  \hspace{1cm} (3.63)

Figs. 5–7 show solitons for different values of $\mu$ and $v_0$. In the limit $\mu \to 0$ (Fig. 5), the soliton shape has the form of the envelope soliton (3.27).

As $\mu$ increases, the number of oscillations decreases on the soliton size (Fig. 6) and at large $\mu (\mu \gg v_0)$ the soliton has only one oscillation on this scale (Fig. 7). At a large distance all solitons possess exponentially decreasing oscillating tails.
3.4. Stability of solitons

Consider the stability of solitons found in the previous subsection. As already demonstrated in Section 2 the standing soliton (2.16) for the NLSE with quadratic dispersion is stable. We first show that the propagating solitons are also stable. The Hamiltonian for this equation is of the form

\[ H = \int (|\psi_t|^2 - |\psi|^4) dt \equiv I_1 - I_2. \]  

(3.64)
and soliton solutions (3.52) represent stationary points of the Hamiltonian \( H \) for fixed momentum \( P = -i \int \psi \psi^* dt \) and number of particles (power) \( N = \int |\psi|^2 dt \):

\[
\delta (H + \beta P + \lambda N) = 0. \tag{3.65}
\]

To prove the stability of the soliton let us demonstrate, following [38], that the soliton realizes the minimum of the Hamiltonian for fixed \( P \) and \( N \). In order to do that, it is convenient to represent the parameter \( \lambda \) as the sum of \( \beta^2/4 \) and the positive quantity \( \mu^2 \) and then consider the functional \( F = H + \beta P + (\beta^2/4)N \) which has the meaning of a Hamiltonian in the moving system of reference. Through the change of the wave function \( \psi \to \psi e^{iP/2} \), \( F \) is transformed into \( H \) (3.64) and respectively the variational problem (3.65) is written as

\[
\delta [H + (\lambda - \beta^2/4)N] = 0;
\]

it corresponds to the moving soliton solution (3.51). Thus, we reduce the stability of the moving NLS solitons to the stability of the standing one; that proves their stability.

Let us now consider the fourth-order dispersion. The corresponding functional \( F = H + \beta P + \lambda N \) can be represented as the sum of the mean value of the positive definite operator \( L(i\hbar \partial_t) \) (3.56) and the nonlinear term:

\[
F = \int \psi^* L(i\hbar \partial_t) \psi \, dt - \int |\psi|^4 \, dt. \tag{3.66}
\]

In order to obtain the stability proof for solitons one needs to find the analog of the estimate (2.30) for the mean value of the operator \( L(i\hbar \partial_t) \).

Let \( L(\Omega) \) be a positive definite polynomial of \( \Omega \in (-\infty, \infty) \) of even degree \( N = 2l \):

\[
L_{2l}(\Omega) = C_{2l} \Omega^{2l} + C_{2l-1} \Omega^{2l-1} + \cdots + C_0.
\]

Then \( L(\Omega) \) can be expanded as follows

\[
L_{2l}(\Omega) = \sum_{p=0}^{l} L_{2l-2p}(\Omega_p) \prod_{i=1}^{p-1} (\Omega - \Omega_i)^2
\]

where \( \Omega_i \) and polynomials \( L_{2l-2p}(\Omega) \) are constructed from \( L_{2l}(\Omega) \) by the following way.

Let \( \Omega = \Omega_0 \) be the minimal point of \( L_{2l}(\Omega) : \min L_{2l}(\Omega) = L_{2l}(\Omega_0) \). The latter means that \( L_{2l}(\Omega) \) can be written as

\[
L_{2l}(\Omega) = L_{2l}(\Omega_0) + (\Omega - \Omega_0)^2 L_{2l-2}(\Omega)
\]

where \( L_{2l-2}(\Omega) \) is the nonnegative polynomial of degree \( 2l - 2 \). Expanding the polynomial \( L_{2l-2}(\Omega) \) yields a new nonnegative polynomial with degree \( 2l - 4 \). Further recursion leads us to the formula (3.67). What is important is that all coefficients in this expansion are nonnegative: \( L_{2l-2p}(\Omega_p) \geq 0 \). Note that \( L_0(\Omega_0) = C_{2l} \).

The expansion (3.67) generates the following expansion for the mean value of the operator \( L_{2l}(i\hbar \partial_t) \):

\[
\langle L_{2l}(i\hbar \partial_t) \rangle \equiv \int \psi^* L_{2l}(i\hbar \partial_t) \psi \, dt = L_{2l}(\Omega_0)N_0 + L_{2l-2}(\Omega_1)N_1 + \cdots + L_0(\Omega_2)N_l
\]

(3.68)

where\n
\[
N_p = \int |\psi_p|^2 \, dt, \quad \psi_p = \prod_{q=0}^{p-1} (i\hbar \partial_t + \Omega_q) \psi, \quad p \geq 1; \quad \psi_0 = \psi.
\]

This representation exhibits how the square norm of the positive definite polynomial operator can be expanded through the norms \( N_p \) with nonnegative coefficients \( L_{2l-2p}(\Omega_p) \).

The expansion (3.67) to fourth-order positive definite dispersion (3.56)

\[
L(\Omega) = \lambda - \beta \Omega + D \Omega^2 + \gamma \Omega^3 + \Omega^4
\]

reads

\[
L(\Omega) = \mu^4 + \eta^2 (\Omega - \Omega_0)^2 + (\Omega - \Omega_0)(\Omega - \Omega_1)^2, \tag{3.69}
\]

where \( \mu^4 \) replaces \( L_4(\Omega_0) \) and \( L_2(\Omega_1) \) is replaced by \( \eta^2 \). Without loss of generality, in Eq. (3.69) one can put \( \Omega_0 = -\Omega_1 = v_0 \) (it corresponds to the change \( \psi \to \psi \exp(-i\frac{1}{2} (\Omega_0 + \Omega_1) t) \)) so that the formula (3.69) takes the form

\[
L(\Omega) = \mu^4 + \eta^2 (\Omega - v_0)^2 + (\Omega^2 - v_0^2)^2. \tag{3.70}
\]

The difference between dispersions (3.57) and (3.58) is in the sign of the quantity \( 2v_0^2 - \eta^2 \) positive or negative \( (2v_0^2 > \eta^2 \) for (3.57) and \( 2v_0^2 < \eta^2 \) for (3.58). The integral expansion for the norm of the operator \( L \) corresponding to (3.70) is written as follows

\[
\langle L(i\hbar \partial_t) \rangle = \mu^4 N + \eta^2 J_1 + J_2. \tag{3.71}
\]
where
\[ J_1 = \int |(i\partial_t + v_0)\psi|^2 dt, \quad J_2 = \int |(\partial_t^2 + v_0^2)\psi|^2 dt. \]

This representation means that moving solitons can be considered as stationary points of a new Hamiltonian
\[ H' = \eta^2 J_1 + J_2 - \int |\psi|^4 dt \]
for fixed number of particles \( N \):
\[ \delta(H' + \mu^4 N) = 0. \]

If the Hamiltonian \( H' \) is bounded from below for a fixed \( N \) and its lower boundary corresponds to the soliton, then one has soliton stability. In terms of the new Hamiltonian the soliton solutions obey the equation
\[ \mu^4 \psi_s + \eta^2 (i\partial_t + v_0)^2 \psi_s + (\partial_t^2 + v_0^2)^2 \psi_s - 2|\psi_s|^2 \psi_s = 0. \] (3.74)

Multiplying this equation by \( \psi_s^* \) and integrating over \( t \) leads to the following relation between integrals contained in \( H' \):
\[ \mu^4 N_s + \eta^2 (J_1s + J_2s - 2 \int |\psi_s|^4 dt) \equiv H_s' + \mu^4 N_s - \int |\psi_s|^4 dt = 0. \]

Another relation follows after multiplying Eq. (3.74) by \( t\partial_t \psi_s^* \) and integrating:
\[ (\mu^4 + \eta^2 v_0^2 + v_0^4)N_s + (2v_0^2 - \eta^2) \int |\partial_t \psi_s|^2 dt - 3 \int |\partial_t^2 \psi_s|^2 dt - \int |\psi_s|^4 dt = 0. \]

Combining both relations yields
\[ H_s' = (\eta^2 v_0^2 + v_0^4)N_s + (2v_0^2 - \eta^2) \int |\partial_t \psi_s|^2 dt - 3 \int |\partial_t^2 \psi_s|^2 dt. \]

For both dispersions the Hamiltonian \( H_s' \) on the soliton solution is bounded from above by the number of particles \( N_s \) multiplied by some positive coefficient: for (3.57) we have
\[ H_s' \leq \left[ \frac{1}{12} (2v_0^2 - \eta^2)^2 + \eta^2 v_0^2 + v_0^4 \right] N_s \]
and for (3.58)
\[ H_s' \leq (\eta^2 v_0^2 + v_0^4)N_s. \]

We now prove the boundedness from below of the Hamiltonian \( H' \) for fixed \( N \). In order to do that we first estimate two integrals \( J_1 \) and \( J_2 \) through two other integrals \( N \) and \( I_2 = \int |\psi|^4 dt \). It is easy to see that, for the first integral \( J_1 \), the following estimate (2.30) holds:
\[ \int_{-\infty}^{\infty} |\psi|^4 dt \leq \frac{1}{\sqrt{3}} N^{3/2} \left[ \int_{-\infty}^{\infty} |(i\partial_t + v_0)\psi|^2 dt \right]^{1/2}. \] (3.75)

Using again the inequality (2.30) leads to the desirable estimate for \( J_2 \): one first integrates by parts the integral \( \int |\psi_t|^2 dt \), then uses the Schwartz inequality
\[ \int |\psi_t|^2 dt = - \int \psi^* (\psi_{tt} + v_0^2 \psi) dt + \int v_0^2 |\psi|^2 dt \leq N^{1/2} \left[ \int |(\partial_t^2 + v_0^2)\psi|^2 dt \right]^{1/2} + v_0^2 N \]
and finally substitutes this result into (2.30):
\[ J_2 \geq \frac{1}{N} \left( \frac{3I_2^2}{N^3} - v_0^2 N \right)^2. \] (3.76)

Through the inequalities (3.75) and (3.76), the Hamiltonian \( H' \) can be estimated as follows:
\[ H' \geq f(I_2) = \frac{3I_2^2}{N^3} + \frac{1}{N} \left( \frac{3I_2^2}{N^3} - v_0^2 N \right)^2 - I_2. \] (3.77)
Continuing this inequality, one can write

$$f(I_2) \geq 2 \frac{\sqrt{3} I_2}{N^2} \left( \frac{3 I_2}{N^3} - \frac{v_0^2}{N} \right) - I_2.$$  

Hence we finally arrive at the desired inequality, i.e., at the boundedness of the Hamiltonian:

$$H' \geq -\frac{4\sqrt{3} N}{9} \left[ 1 + \frac{\sqrt{3} N}{6v_0^2} \right]^{3/2}.$$  

(3.78)

According to the Lyapunov theorem this proves the stability of the stationary point of the Hamiltonian corresponding to its minimum. This minimum point is some soliton solution of Eq. (3.74) which, in principle, is unique. Also important is that according to the estimate (3.78) the Hamiltonian can take negative values. If initially the Hamiltonian $H' < 0$, one can use the mean value theorem to obtain an estimate from below for the maximum value of $|\psi|^2$ (compare with [38]):

$$\max \frac{|E|^2}{N} \geq \frac{|H'|}{N}.$$  

Thus the maximum of intensity which existed initially cannot disappear as distance grows. The radiation of small amplitude waves must provide, due to the boundedness of the Hamiltonian from below, relaxation of such initial conditions to the soliton state.

We conclude this section with a few words about the stability of stationary solitons (3.27). Near the critical velocity this question can be considered in the framework of the parabolic NLS Eq. (3.50) for which we already know the answer. In order to investigate the stability of solitons far from the critical velocity, the next order terms in the dispersion must be included. As seen above, the fourth-order terms which provided the positiveness of the corresponding operator $L$ also provide stability for solitons. We guess that the positive definite polynomial operators of even order must provide the soliton stability. Probably solitons will be unstable only for operators growing proportionally to $\sqrt{\Omega}$ and slowly at infinity, $\Omega \to \infty$.

Note that the analysis for solitons based on the criteria (3.12) and (3.13) is valid for any dimension. It is essential that the requirement for soliton existence remains correct: the corresponding operator $L$ must be sign definite. Moreover, fourth-order dispersion in all physical dimensions $d$ provides the existence of stable solitons of the GLNS equation with cubic nonlinearity. This follows by estimating the fourth-order dispersive term in the Hamiltonian through the integrals $I_2$ and $N$. In this case the inequality (2.30) reads

$$\int |\psi|^4 d^D x \leq C \left[ \int |\Delta \psi|^2 d^D x \right]^{D/4} \left[ \int |\psi|^2 d^D x \right]^{2-D/4}.$$  

(3.79)

Substituting this estimate into the Hamiltonian

$$H = \int |\Delta \psi|^2 d^D x - \int |\psi|^4 d^D x$$

provides its boundedness from below:

$$H \geq \int |\Delta \psi|^2 d^D x - C \left[ \int |\Delta \psi|^2 d^D x \right]^{D/4} \left[ \int |\psi|^2 d^D x \right]^{2-D/4}$$

$$\geq -(4/D - 1) \left( \frac{4}{CD} \right)^{4/(D-4)} N^{(8-D)/(4-D)}.$$  

Besides soliton stability, this proves also that for media with Kerr nonlinearity wave collapse is stopped by fourth-order dispersion in all physical dimensions.

4. Supercritical bifurcations: general consideration

In the two previous sections we have examined two types of solitons undergoing supercritical bifurcations and demonstrated that solitons behave similarly near the bifurcation point. Now we will show that such behavior of solitons near their supercritical bifurcation point is intrinsic for any type of solitons.

Let us consider a purely conservative nonlinear wave medium which can be described by the Hamiltonian

$$H = \int \omega_k |a_k|^2 dk + H_{\text{int}},$$  

(4.1)

where $\omega_k$ is the dispersion law of small amplitude waves, $a_k$ are the normal amplitudes of the waves and the Hamiltonian $H_{\text{int}}$ describes the nonlinear interaction of the waves. The expansion of the interaction Hamiltonian $H_{\text{int}}$ in powers of $a_k$ and $\bar{a}_k$:

$$H_{\text{int}} = H_1 + \cdots,$$
possesses a nontrivial solution in the form of a monochromatic wave $k$-let both conditions.

We show that a soliton solution is possible if the condition $k$ velocity.

The difference $\delta k \tau$ is responsible for the process of decay of one wave into two waves and the second term in (4.2) is responsible for the process $0 \rightarrow 3$ (creation of three waves from a “vacuum”). Among the fourth-order terms the most important one is the Hamiltonian

$$H_2 = \frac{1}{2} \int T_{k_1 k_2 k_3 k_4} a_1^* a_2^* a_3 a_4 \delta k_{1234} \Pi dk$$

(4.3)

responsible for the processes of scattering of waves, $2 \rightarrow 2$.

The equations of motion of the medium can be written in terms of the amplitudes $a_k$ in the standard Hamiltonian form [33]

$$\frac{\partial a_k}{\partial t} + i \omega_k a_k = -i \frac{\delta H_{tot}}{\delta a_k^*},$$

(4.4)

so that in the absence of interactions the system consists of a collection of noninteracting oscillators (waves):

$$a_k(t) = a_k(0)e^{-i\omega_k t}.$$  

Eq. (4.4) describes the dynamics in wave number space. To go back to the physical space one needs to perform the inverse Fourier transform

$$\psi(x, t) = \frac{1}{(2\pi)^{d/2}} \int a_k(t) e^{i k \cdot \xi} dk.$$  

(4.5)

Originally, the function $\psi(x, t)$ is related to the characteristics of the medium (fluctuations of the density and velocity of the medium, electric and magnetic fields, and so on) by a linear transformation (see, for example, Ref. [33]). It is important that if $\psi(x, t)$ is a periodic function of the coordinates, then its spectrum $a_k(t)$ consists of a sum of $\delta$-functions. For localized distributions $\psi(x, t) \rightarrow 0$ as $|x| \rightarrow \infty$. The Fourier amplitude $a_k(t)$ being a localized function of $k$, it does not contain $\delta$-function singularities.

Let us now consider the solution of Eq. (4.4) in the form of a soliton propagating with constant velocity $V$:

$$\psi(x, t) = \psi(x - Vt).$$

In this case the whole dependence of $a_k$ on time $t$ is contained in the oscillating exponent:

$$a_k(t) = c_k e^{-i k \cdot V t},$$

where by virtue of Eq. (4.4) the amplitude $c_k$ satisfies the equation

$$(\omega_k - k \cdot V) c_k = -\frac{\delta H}{\delta c_k^*} \equiv f_k.$$  

(4.6)

The difference $\omega_k - k \cdot V$ appearing in this equation is positive for all $k$ if the soliton velocity is less than the minimum phase velocity

$$|V| < \min(\omega_k/k).$$

(4.7)

Conversely, the difference is negative for all $k$ if the soliton velocity is greater than the maximum phase velocity:

$$|V| > \max(\omega_k/k).$$

(4.8)

We show that a soliton solution is possible if the condition (4.7) or (4.8) is satisfied. Let us assume the opposite to be true—let both conditions (4.7) and (4.8) be violated, i.e., equation (1.1) has a solution. For simplicity, we assume that it is unique: $k = k_0$. Then, since $\delta f(x) = 0$, the homogeneous linear equation

$$(\omega_k - k \cdot V) C_k = 0$$

possesses a nontrivial solution in the form of a monochromatic wave

$$C_k = A \delta(x - k_0).$$
In this case, the Fredholm alternative allows us to write Eq. (4.6) as

$$c_k = A\delta(k - k_0) + \frac{f_k}{\omega_k - k \cdot V} \quad \text{with} \quad f_{k_0} = 0$$

(compare with (3.15)). This equation, in contrast to Eq. (4.6), contains a free parameter — the complex amplitude $A$. It can be solved iteratively, for example, taking $\delta\lambda(k - k_0)$ as the zeroth term. It is important that because of the nonlinearity one obtains multiple harmonics with $k = nk_0$ where $n$ is integer as a result of iterations. The solution consists of a sum of $\delta$-functions. In physical space the solution is a periodic function of the coordinates, i.e., it is nonlocalized. Hence the first selection rule for solitons follows: the difference $\omega_k - k \cdot V$ must be sign definite, which is equivalent to the (4.7) or (4.8). In other words it means that Cherenkov radiation is absent.

In this whole scheme, there is however an important exception. Having represented Eq. (4.6) in the form (4.9), we have in fact assumed that the singularity in the expression

$$\frac{f_k}{\omega_k - k \cdot V}$$

is nonremovable. This may not be the case—the singularity in the denominator of Eq. (4.10) could be canceled with the numerator, i.e., it could be removable [22]. As seen in the previous section, this happens for the classical soliton of the KDV equation, for equations which are generalizations of the KDV equation [61], for the combination of the 1D NLS and MKDV equations integrated by the same Zakharov–Shabat operator [5] and so on. In all of these cases cancelation occurs as a result of the $k$ dependence of the matrix elements. However, even in these cases, the selection rule for solitons remains the same: after the resonance (1.1) is removed—the part remaining in the denominator must be sign definite.

In what follows the singularities in Eq. (4.10) are assumed to be nonremovable in the forbidden region, and we study the behavior of the soliton solution as the soliton velocity approaches the critical value. For definiteness, it is assumed that the plane $\omega = k \cdot V$ is tangent to the dispersion surface $\omega = \omega_k$ from below, i.e., the criterion (4.7) holds. Let touching occur at the point $k = k_0$. Then, instead of Eq. (4.9), in the allowed region

$$c_k = \frac{f_k}{\omega_k - k \cdot V}$$

As the velocity $V$ approaches the critical value $V_\text{cr}$, the denominator in this expression becomes small near the touching point, so that $c_k$ exhibits a sharp peak at this point

$$c_k = \left[ \frac{1}{2} \omega_{\alpha\beta} \kappa_\alpha \kappa_\beta + k_0 (V_\text{cr} - V) \right]^{-1} f_k.$$  

Here $\omega_{\alpha\beta} = \partial^2 \omega / \partial \kappa_\alpha \partial \kappa_\beta$ is a symmetric, positive definite tensor of the second derivatives, evaluated at $k = k_0$, and $\kappa = k - k_0$.

It is evident from Eq. (4.11) that as $V$ approaches the critical velocity the width of the peak narrows as $\sqrt{V_\text{cr} - V}$, and the distribution corresponding to the main peak $k = k_0$ approaches a monochromatic wave. Accounting for nonlinearity, the spectrum contains harmonics which are multiples of $k = k_0$. If it is assumed that the amplitude of the soliton vanishes gradually as $V \to V_\text{cr}$ (which would correspond to a second-order phase transition), then the solution $\psi(x)$ (or, equivalently, $c_k$) can be sought as an expansion in terms of harmonics:

$$\psi(x) = \sum_{n=-\infty}^{\infty} \psi_n(x)e^{i\lambda k_0 x'}, \quad x' = x - V t.$$  

Here the small parameter

$$\lambda = \sqrt{1 - V/V_\text{cr}}$$

and the slow coordinate $X = \lambda x'$ are formally introduced, so that $\psi_n(x)$ is the amplitude of the envelope of $n$th harmonic. The assumption that the soliton amplitude vanishes continuously at $V = V_\text{cr}$ means that the leading term of the series in Eq. (4.12) corresponds to the first harmonic, and all other harmonics are small in the parameter $\lambda$. This is the condition under which the NLS equation is derived (see, for example, Refs. [22, 64, 13]). In the present case, we arrive at the stationary NLS

$$-k_0 V_\text{cr} \lambda^2 \psi_1 + \frac{1}{2} \omega_{\alpha\beta} \frac{\partial^2 \psi_1}{\partial X_\alpha \partial X_\beta} + B|\psi_1|^2 \psi_1 = 0$$

at leading order in $\lambda$, where $B$ is related to the matrix $\tilde{T}_{k_1 k_2 k_3 k_4}$ of four-wave interactions as

$$B = -(2\pi i)^4 \tilde{T}_{k_0 k_0 k_0 k_0}.$$  

(4.14)
In this approximation the leading term in the interaction Hamiltonian has the form
\[
H_{\text{int}} = \frac{T_{k_0k_0k_0}}{2} \int \frac{c_1^* c_2^* c_3 c_4 \delta_{k_1+k_2-k_3-k_4} d\mathbf{k}_1 d\mathbf{k}_2 d\mathbf{k}_3 d\mathbf{k}_4}{2} - B \int |\psi|_4^4 d\mathbf{x},
\] (4.16)
and the tilde means renormalization of the four-wave matrix elements due to the three-wave interaction—in the present case the interaction with the zeroth and second harmonics. According to [22] \( \tilde{T}_{k_0k_0k_0k_0} \) is given by the following expression:
\[
\tilde{T}_{k_0k_0k_0k_0} = T_{k_0k_0k_0k_0} - \frac{2}{2\omega_0^2 + \omega_{2k_0}^2} - 2 \frac{|V_{2k_0k_0k_0}|^2}{2\omega_0^2 - 2\omega_{2k_0}} - 4 \lim_{\kappa \to 0} \frac{|V_{k_0k_0}|^2}{\omega_0 - \kappa v_{\text{gr}}^2}.
\] (4.17)
Here the second and third terms represent the contribution from the interaction with the second harmonic. The last term, in the form of a limit as \( \kappa \to 0 \), accounts for the interaction with the zeroth harmonic where \( v_{\text{gr}} = \partial \omega / \partial \kappa \) is the group velocity taken at \( \kappa = 0 \). According to Goldstone's theorem (cf. [65]) the frequency \( \omega_k \) can vanish or tend to a constant value as \( \kappa \to 0 \). The same statement is valid for the matrix element \( V_{k_0k_0k_0} \) if one of the wave vectors \( k_0, k_1 \) or \( k_2 \) tends to zero. Thus, in the expression (4.17) for the matrix element of \( \tilde{T} \), there are indeterminacies when \( k_0 = 0 \). As a result we arrive at the limit
\[
\lim_{\kappa \to 0} \frac{|V_{k_0k_0}|^2}{\omega(\kappa) - \kappa v_{\text{gr}}^2} = 0.
\]
For example, for surface waves on the deep water
\[
\omega(\kappa) = (g\kappa)^{1/2}, \quad V_{k_0k_0k_0} \sim \kappa^{3/4}
\]
and all the indeterminacies vanish. For finite depth one has \( V_{k_0k_0k_0} \sim \kappa^{1/2}, \omega(\kappa) \sim \kappa \), so that this limit is finite in each direction, however, the quantity \( \tilde{T}_{k_0k_0k_0k_0} \) remains undetermined due to the angular dependence between the vectors \( k_0 \) and \( \kappa \). Indeterminacies of this type are related to the excitation of induced motion of the medium as a whole. Such a situation occurs for all waves whose dispersion laws \( \omega_k \) become linear as \( k \to 0 \). In addition to the surface waves considered above, such waves include ion-acoustic waves in plasma, sound waves in a solid, etc. The additions to the four-wave matrix element \( \tilde{T} \) will be finite far from the resonances
\[
2\omega_{k_0} - \omega_{2k_0} = 0
\] (4.18)
and
\[
\omega(\kappa) - \kappa v_{\text{gr}} = 0.
\] (4.19)
The first resonance corresponds to the excitation of the second harmonics, while the second one relates to the resonant interaction of wave packets with low-frequency waves. In nonlinear optics the latter corresponds to the Mandelstamm–Brillouin scattering.

As already noted, \( \omega_{\text{gr}} \) in Eq. (4.14) is a symmetric positive definite tensor. For this reason, performing a rotation to its principal axes and carrying out the corresponding extensions along each axis, Eq. (4.14) can be transformed into the standard form
\[
- \lambda^2 \psi + \Delta \psi - 2\mu |\psi|^2 \psi = 0,
\] (4.20)
where \( \mu = \text{sign}(\tilde{T}_{\omega_{aa}}) \). Hence it follows, in the first place, that solitons are possible only if \( \mu \) is negative (focusing nonlinearity when the product \( \tilde{T}_{\omega_{aa}} \) is negative) and, in the second place, that the amplitude of the solitons is proportional to
\[
\lambda = \sqrt{1 - V/V_{\text{gr}}},
\] (4.21)
i.e., the amplitude vanishes according to a square-root law, the size of the soliton increases as \( 1/\lambda \) as the velocity approaches the critical value. This is in complete correspondence with both examples considered in the previous sections.

### 4.1. Stability of solitons in multi-dimensions

It is obvious that for soliton stability the most dangerous disturbances will be those having wave numbers close to \( k = k_0 \) moving together with the soliton, i.e., modulation type disturbances. In order to include these perturbations one needs to introduce the time dependence in the averaged equations. In this case the amplitudes \( \psi_n \) in the expansion (4.12) must be assumed to depend not only on the ‘slow’ coordinate \( X \) but also on the slow time \( T = \lambda^2 t \). Then using multi-scale expansions, we obtain the nonstationary NLS equation instead of the stationary NLS equation (4.20):
\[
i \psi_T - \lambda^2 \psi + \Delta \psi - 2\mu |\psi|^2 \psi = 0
\] (4.22)
(compare with Eq. (2.19)).
The problem of the stability of solitons solution to this equation has been well studied (see, for example, Refs. [22,38]). We recall the basic points in the investigation of stability. Eq. (4.22) as an equation for envelopes inherits the canonical Hamiltonian form (4.4)

$$i \frac{\partial \psi}{\partial t} = \frac{\delta \hat{H}}{\delta \psi^*},$$  
(4.23)

where the Hamiltonian

$$\hat{H} = \lambda^2 N + \int (|\nabla \psi|^2 - |\psi|^4) \, dr, \quad (\mu = -1)$$  
(4.24)

arises as a result of averaging the initial Hamiltonian. Eq. (4.22) preserves, besides $\hat{H}$, the total number $N$ of particles (adiabatic invariant), so that solitons are stationary points of the functional $H = \hat{H} - \lambda^2 N$ (which we also call Hamiltonian) with a fixed number of particles:

$$\delta (H + \lambda^2 N) = 0.$$  
(4.25)

The number of particles (or intensity) on the soliton solution as a function of $\lambda$ has the form

$$N_s = \int |\psi_s|^2 \, dx = \lambda^{2-d} \int |g(\xi)|^2 \, d\xi,$$  
(4.26)

where $d$ is the dimension of the space, $\psi_s = \lambda g(\lambda x)$ and $g(\xi)$ satisfies the equation

$$-g + \Delta g + 2|g|^2 g = 0.$$  

In the 1D case, $g = \sqrt{2} \, \text{sech} \, \xi$ and, correspondingly, $N_s = 4\lambda$. In the 2D case $N_s$ is independent of $\lambda$ for the entire family of solitons, while in the 3D case $N_s$ decreases as $\lambda$ increases. The dependence of $N_s$ on $\lambda^2$ is crucial from the point of view of soliton stability. The (linear) instability of 3D solitons follows from the so-called Vakhitov–Kolokolov (VK) criterion [39].

4.1.1. Vakhitov–Kolokolov criterion

Now we will give the derivation of this criterion, following the review [38] for the NLSE solitons. The crucial point in its derivation is based on the oscillation theorem for the stationary Schrödinger operator. This theorem establishes the one-to-one correspondence between a level number and a number of nodes of the eigenfunction. As well known, this theorem is valid only for scalar (one-component) Schrödinger operators and cannot be extended, for example, to the analogous matrix operators. This means that the Vakhitov–Kolokolov type of criteria, as a rule, define only sufficient conditions for soliton instability and cannot necessarily determine the stability of solitons.

As known, the NLSE is invariant with respect to a Galilean transformation. Therefore it is enough to consider only the rest soliton solution $\psi = \psi_s(r)e^{i\lambda t}$, where the function $\psi_s(r)$ is assumed to be radial symmetric without no nodes (ground soliton solution). Letting,

$$\psi(r, t) = (\psi_s(r) + u + iv)e^{i\lambda t}, \quad \psi_s \gg u, v$$

in the Eq. (4.22) and linearizing on the background of the soliton solution leads to coupled linear equations for real-valued functions $u$ and $v$. These equations are Hamiltonian:

$$u_t = \frac{1}{2} \frac{\delta H^{(2)}}{\delta v}, \quad v_t = -\frac{1}{2} \frac{\delta H^{(2)}}{\delta u}.$$  
(4.27)

Here $H^{(2)}$ represents the second variation of $H + \lambda^2 N$:

$$\tilde{H} = (u|L_0|v) + (u|L_1|u)$$  
(4.28)

with

$$L_0 = \lambda^2 - \Delta - 2\psi_0^2, \quad L_1 = \lambda^2 - \Delta - 6\psi_0^2,$$

where $\langle u|L_0|v \rangle = \int u(r)L_0 v(r) \, dr$ and $\langle u|L_1|u \rangle = \int u(r)L_0 u(r) \, dr$, respectively.

The first term in (4.28), the mean value of the operator $L_0$, can be interpreted as a kinetic energy and the second one, $\langle u|L_1|u \rangle$, as a potential energy. Thus, soliton stability or instability are determined by the properties of the operators $L_0$ and $L_1$.

The first property of $L_0$ follows directly from the soliton equation (4.20):

$$L_0 \psi_s = \lambda^2 \psi_s - \Delta \psi_s - 2\psi_s^3 \equiv 0,$$  
(4.29)

which shows $\psi_s$ is an eigenfunction of the operator $L_0$. Moreover, $\psi_s$ is the ground state, i.e., it has no nodes. Thus, due to the oscillation theorem, $L_0$ as a Schrödinger operator has no energy levels with negative values and so the mean value
\( \langle \psi | L_0 | \psi \rangle \geq 0 \). Hence the question about soliton stability or instability will define by a sign of the potential energy \( \langle u | L_1 | u \rangle \). If we find such perturbations \( u \) for which this mean value will be negative then we shall have instability and vice versa.

The (Schrödinger) operator \( L_1 \) has also the eigenfunction with zero eigenvalue corresponding to the \( s \)-state:

\[
L_1 \nabla \psi_s = 0
\]

which can be checked by differentiation of Eq. (4.20) with respect to \( r \). The function \( \phi_1 = \nabla \psi_s \) represents a neutral mode corresponding to the soliton shift as a whole. Unlike \( \psi_s \) for \( L_0 \), this eigenfunction has one node (at \( r = 0 \)) and therefore according to the oscillation theorem below the level \( E = 0 \) we have one (ground) state \( \phi_0 \). Hence, we could make a conclusion about stability because for \( u \sim \phi_0 \) the mean value of the \( L_1 \) operator is negative. However, it is a fictitious instability because on \( u \) there exists the constraint,

\[
\langle u | \psi_s \rangle \equiv \int u \psi_s d\mathbf{r} = 0
\]

and therefore the minimal mean value of the operator \( L_1 \) must be sought in the class of functions orthogonal to \( \psi_s \). The condition is a direct consequence of the conservation law for particle number \( N = \int |\psi|^2 d\mathbf{r} : \delta N = 2 \langle u | \psi_s \rangle = 0 \). For the linearized system (4.27) this restriction serves as a solvability condition. Thus, the stability problem reduces to solution of the following eigenvalue problem:

\[
L_1 |\phi\rangle = E |\phi\rangle + C |\psi_0\rangle
\]

where \( C \) is the Lagrange multiplier which should be found from the solvability condition (4.30) \( \langle \phi | \psi_0 \rangle = 0 \). If we shall show now that this eigenvalue problem contains one negative eigenvalue \( E < 0 \) then this means a soliton instability. If in the spectrum of (4.31) there are no states with negative energies then the soliton solution is stable.

Expanding \( |\phi\rangle \) over the complete set of eigenfunctions \( \{\phi_n\} \) of the operator \( L_1 (L_1 \phi_n = E_n \phi_n) \),

\[
\phi = \sum_n C_n \phi_n,
\]

from (4.31) for the coefficients \( C_n \) we get

\[
C_n = C \frac{\langle \phi_n | \psi_s \rangle}{E_n - E}, \quad C_1 \equiv 0.
\]

The solvability condition (4.30) gives the dispersion relation

\[
f(E) \equiv \sum_n \frac{\langle \psi_0 | \phi_n \rangle \langle \phi_n | \psi_0 \rangle}{E_n - E} = 0.
\]

Prime here means that in the sum the state with \( n = 1(\phi_1 = \nabla \psi_s) \) is absent due to the orthogonality condition \( \langle \phi_1 | \psi_s \rangle = 0 \).

Consider now the energy interval between the ground-state energy \( E_0 < 0 \) and the first positive level \( E_2 \). In this interval the function \( f(E) \) monotonically \((\partial f / \partial E > 0)\) increases from minus infinity at \( E = E_0 \) up to plus infinity at \( E = E_2 \). If the function \( f(E) \) at \( E = 0 \) takes negative values then the dispersion equation has no negative eigenvalues and, thus, we have a stable situation. If \( f(0) > 0 \) then the eigenvalue problem (4.31) contains negative \( E \) and the soliton undergoes instability.

In order to find \( f(0) \) first note that

\[
f(0) = \sum_n \frac{\langle \psi_0 | \phi_n \rangle \langle \phi_n | \psi_0 \rangle}{E_n} \equiv \langle \psi_0 | L_1 | \psi_0 \rangle.
\]

Next, by differentiating the soliton Eq. (4.20) with respect to \( \lambda^2 \) one can get

\[
L_1 (\partial \psi_0 / \partial \lambda^2) = -\psi_0
\]

or

\[
\langle \psi_0 | L_1 | \psi_0 \rangle = -\langle \psi_0 | \partial \psi / \partial \lambda^2 \rangle = -\frac{1}{2} \frac{\partial N_s}{\partial \lambda^2}.
\]

Hence we have the following (Vakhitov–Kolokolov) linear stability criterion for solitons [39]:

\[
\frac{\partial N_s}{\partial \lambda^2} > 0
\]

then the soliton is stable and respectively unstable if this derivative is negative.

This criterion has a simple physical meaning. The value \(-\lambda^2 \) for stationary nonlinear Schrödinger Eq. (4.20) can be interpreted as the energy of the bound state soliton. If we add one “particle” to the system and the energy of this bound state will decrease then we will have a stable situation. If by adding one “particle” the level \(-\lambda^2 \) will be pushed toward the continuous spectrum, then such a soliton will be unstable.
At \( d = 3 \) the derivative \( \partial N_i / \partial \lambda^2 \) is negative and therefore 3D solitons are unstable (the modulational instability). For the 2D case the Vakhitov–Kolokolov criterion (4.33) provides an absence of linear exponential instability. A more detailed analysis in this case yields the power type instability (for details see the survey [38] and Ref. [66]). At \( d = 1 \) the derivative \( \partial N_i / \partial \lambda^2 > 0 \) and 1D solitons occur linearly stable in the full agreement with the Lyapunov stability considered above.

It is necessary to mention that the VK criterion (4.33) is valid for a more general NLS equation than (4.22), for instance, for the case when one changes \( |\psi|^2 \) by arbitrary function \( f(|\psi|^2) \) (for more details see [38]).

### 4.1.2. Lyapunov stability

The VK stability criterion for the NLS equation has another interpretation. According to (4.25) the envelope solitons are stationary points of the energy \( E \) for a fixed number of waves \( N \). Therefore such solutions will be stable in the Lyapunov sense if they realize a minimum (or a maximum) of the energy for fixed \( N \).

Under the scaling transformations leaving \( N \) unchanged,

\[
\psi(\mathbf{x}) = \frac{1}{a^{d/2}} \psi_s \left( \frac{\mathbf{x}}{a} \right),
\]

(4.34)

where \( \psi_s \) is the solitonic solution, the Hamiltonian \( H \) becomes a function of the scaling parameter \( a \):

\[
H(a) = \frac{I_{15}}{a^2} - \frac{I_{25}}{a^3},
\]

(4.35)

where \( I_{15} = \int \nabla \psi_s \nabla \psi_s d \mathbf{x} \), \( I_{25} = \int |\psi_s|^4 d \mathbf{x} \) and \( \mu = -1 \). Hence, as already demonstrated for solitons in the 1D case, the energy (4.35) is bounded from below and has a global minimum at \( a = 1 \) corresponding to the soliton solution with

\[
H_s = -\frac{2\lambda_5^3}{3} \quad \text{and} \quad 2I_{15} = I_{25} = \frac{4\lambda_3^3}{3}.
\]

In the 3D case, the opposite occurs: the function \( H(a) \) in (4.35) has a maximum, corresponding to the soliton solution, and is unbounded from below as \( a \to 0 \). The gauge transformation (2.25) gives a minimum of \( E \) and therefore all soliton solutions at \( d = 3 \) represent saddle points of the energy. This indicates a possible instability of solitons in this case.

### 4.2. About collapses

The nonlinear stage of this instability for \( d \geq 2 \) leads to wave collapse, i.e., the formation of singularity in a finite time. One of the main criteria for wave collapse is connected with the unboundedness of \( H \) (or \( E \)) which takes place as \( a \to 0 \) \([67]\) (see also \([68]\)). In such a case wave collapse can be understood as the process of some particle falling in the unbounded self-consistent potential.

To clarify the latter we apply the variational approach and take a trial function for the NLSE (4.22) in the form

\[
\psi(\mathbf{r}, t) = a^{-d/2} \psi_s \left( \frac{\mathbf{r}}{a} \right) \exp(i\lambda t + i\mu r^2),
\]

where \( a = a(t) \) and \( \mu = \mu(t) \) are assumed to be unknown functions of time. After substitution of this ansatz into the action

\[
S = \frac{i}{2} \int \left( \psi \psi^* - c.c. \right) dt d\mathbf{r} - \int H dt
\]

and integration over spatial variables we arrive at Newton’s equation for \( a \):

\[
C \ddot{a} = -\frac{\partial H}{\partial a},
\]

(4.36)

where \( C = \int \xi^2 |\psi_0(\xi)|^2 d\xi \) plays the role of a particle mass and the function (4.35) has a meaning of potential energy. The behavior of \( a(t) \) depends on the total energy,

\[
E = C \frac{\dot{a}^2}{2} + H(a)
\]

and the dimension \( d \). For \( d = 1 \) the soliton realizes the minimum value of the potential energy \( H(a) \) and it is one of the reasons why 1D solitons are stable. For \( d = 3 \) if a “particle” stands at the maximum point of \( H(a) \) initially, then depending on its direction of motion (toward or away from the center \( a = 0 \)) the system will collapse (\( \psi \to \infty \)) or expand (\( \psi \to 0 \)). For the collapsing regime (falling at the center) \( a(t) \) behaves like

\[
a(t) \sim (t_0 - t)^{2/5}
\]

near the singularity, where \( t_0 \) is the collapse time. As shown in \([67]\), this asymptotic behavior for \( a(t) \) near the singular time coincides with that following from the exact semi-classical collapsing solution which asymptotically (as \( t \to t_0 \)) tends to the compact distribution:

\[
|\psi| \to \lambda \sqrt{1 - \xi^2} \quad \text{for} \quad \xi = r/a(t) \leq 1
\]

with \( \lambda \sim (t_0 - t)^{-3/5} \).
Hence we can make a few conclusions. First, the influence of nonlinearity grows with increasing spatial dimension $d$. As a consequence, stable solitons are intrinsic for low-dimensional systems while for higher dimensions instead of solitons we expect blow-up events. Secondly, one of the main criteria of collapse is the unboundedness of the Hamiltonian. In this case, the collapse can be interpreted as the fall of a particle to an attracting center in a self-consistent potential [67].

Thus, the Hamiltonian unboundedness can be considered as one of the main criteria of the existence of wave collapse, and the collapse in such systems can be represented as a process of falling down of some “particle” in a self-consistent unbounded potential. However the global picture is more complicated. From the very beginning we have a spatially distributed system with an infinite number of degrees of freedom and therefore, rigorously speaking, it is hardly feasible to describe such a system by its reduction to a system of ODEs like (4.36). The NLS equation is a wave system and we deal primarily with waves. Waves may propagate, radiate and so on. To illustrate the importance of this point, let us try to understand the influence of wave radiation on wave collapse.

Let $\Omega$ be an arbitrary region with a negative Hamiltonian $H_{\Omega} < 0$. Then using the mean value theorem for the integral $I_2$, 
\[
\int_{\Omega} |\psi|^4 dr \leq \max_{x \in \Omega} |\psi|^2 \int_{\Omega} |\psi|^2 dr,
\]
we have 
\[
\max_{x \in \Omega} |\psi|^2 \geq \frac{|H_{\Omega}|}{N_{\Omega}}. \tag{4.38}
\]
This estimate shows that wave radiation promotes collapse: far from the region $\Omega$ radiative waves can be considered almost linear, nonlinear effects are small for them. These waves carry out the positive portion of Hamiltonian making $H_{\Omega}$ more negative with simultaneous vanishing of the number of waves $N_{\Omega}$ that results in growth of the r.h.s. of (4.38) [69,64,70]. This is why we can say that wave radiation promotes collapse, which plays the role of friction in nonlinear wave dynamics. Simultaneously radiation turns out to accelerate the compression of the collapsing area with the self-similar behavior
\[
r \sim (t_0 - t)^{1/2}, \tag{4.39}
\]
different from that given by the semi-classical answer (4.37).

4.3. Virial theorem

The exact criterion for singularity formation within the NLS equation can be obtained from the virial theorem. In classical mechanics the virial theorem requires first the calculation of the second time derivative of the moment of inertia and then its averaging. It gives the relation between mean kinetic and potential energies of particles if the interaction between particles is of power type.

In 1971 Vlasov, Petrishchev and Talanov [71] found that this theorem can be applied also to the 2D NLS equation. The resulting relation is written for the mean square size $\langle r^2 \rangle = N^{-1} \int r^2 |\psi|^2 dr$ of the distribution as follows:
\[
\frac{d^2}{dt^2} \int r^2 |\psi|^2 dr = 8H. \tag{4.40}
\]
This equality can be verified by direct calculation. In this relation $N\langle r^2 \rangle$ has the meaning of the inertia moment.

Since $H$ is a conserved quantity, Eq. (4.40) can be integrated twice to yield
\[
\int r^2 |\psi|^2 dr = 4Ht^2 + C_1 t + C_2, \tag{4.41}
\]
where $C_{1,2}$ are the additional integrals of motion. The existence of these integrals is explained by two Noether symmetries: the lens transform (this fact was established by V.I. Talanov [72]) and the scaling transformation [73,74].

Hence one can easily see that the mean square size $\langle r^2 \rangle$ of any field distribution with negative Hamiltonian $H < 0$, (4.42) vanishes in a finite time independently on $C_{1,2}$, which, with the conservation of $N$, means the formation of a singularity of the field $\psi$ [71]. This is the famous Vlasov–Petrishchev–Talanov (VPT) criterion, which is nowadays a cornerstone in the theory of wave collapse. This was the first rigorous result for nonlinear wave systems with dispersion, which showed the possibility of the formation of a wave field singularity in finite time, despite the presence of the linear dispersion of waves, an effect impeding the formation of point singularities (foci) in linear optics.

One can make the following two concluding statements:

(i) Solitons near supercritical bifurcation are stable only in the 1D case, while in the 2D (critical) and 3D cases solitons are unstable and can be considered as separatrix solutions separating collapsing solutions from the dispersive ones [75].

(ii) This is probably the simplest method for explaining the well-known empirical fact that solitons, as a rule, exist only in 1D systems. For multi-dimensional systems stable solitons are rare and can only appear as a result of topological constraints or of a mechanism that removes Cherenkov singularities (which is discussed in the previous Section). The latter, as can be easily understood, is due to the existence of a certain symmetry class.
5. From supercritical to subcritical bifurcations

For subcritical bifurcation at the critical velocity the soliton undergoes a jump in its amplitude. In this case the corresponding theory can be developed near the transition point between subcritical and supercritical bifurcations (in analogy with the tricritical point for phase transitions) when one can use the finite set of terms in the Hamiltonian expansion. This happens when the coefficient $\mu$ in Eq. (4.22) changes its sign taking positive values. In this case Eq. (4.22) no longer possesses stationary localized (vanishing at infinity) solutions. In order for them to exist it is necessary to take into account the next higher-order terms in the expansion of the Hamiltonian in terms of the parameter $\Delta k/k_0$, where $\Delta k$ is the width of the main peak. If the jump in the soliton amplitude at $V = V_{cr}$ is large (of the order of 1), then the entire series must be used and it is no longer possible to count on a systematic theory based on an expansion of the Hamiltonian. Only if the matrix element $\tilde{T}_{kk} = \tilde{T}_0$ is small, then a term in the expansion of the Hamiltonian $(5.2)$ which is the result of the jump in the soliton amplitude at $V = V_{cr}$ is retained in the expansion of the matrix element $\tilde{T}_{kk} = \tilde{T}_0 + \frac{1}{2} \beta(k_1) \left( \psi_4 \psi - \psi_4 \psi^* \right)$. As will be evident from what follows, the interaction constant $\beta$ can be both negative and positive — the combination of both contributions (5.2) and (5.3) will be important.

As will be evident from what follows, the interaction constant $C$ can be both negative and positive — the combination of both contributions (5.2) and (5.3) will be important.

The total Hamiltonian in dimensionless variables will depend on three constants $\mu, \beta, \text{and} \ C$

$$H = \lambda^2 N + \int \left[ |\psi_x|^2 + \frac{\mu}{2} |\psi|^4 + i \beta (\psi_4 \psi - \psi_4 \psi^*) |\psi|^2 - C |\psi|^6 \right] dx. \quad (5.4)$$

The constant $\mu$ is assumed to be small, and the constants $\beta$ and $C$ do not contain any additional smallness. The equations of motion for $\psi$ that correspond to this Hamiltonian can be written according to Eq. (4.23) as

$$i \psi_t - \lambda^2 \psi + \psi_{xx} - \mu |\psi|^2 \psi + 3C |\psi|^4 \psi + 4i \beta |\psi|^2 \psi_x = 0. \quad (5.5)$$

This equation can be used for description of the envelope solitary water waves (WW) in finite depth $h$ when the coefficient $\mu$ changes its sign at $\theta_{cr} = k_0 h \approx 1.363$ [76] while $\omega_{cr}$ is always negative. Thus the nonlinearity belongs to the focusing type for $\theta(= kh) > \theta_{cr}$ and respectively becomes defocusing in the region $\theta < \theta_{cr}$ [76,77]. (Here $k$ is the carrying wave number.) According to [77], for dimensionless variables (when $\mu = \text{sign}(\theta_{cr} - \theta)$) the coefficients $\beta$ and $C$ for the WW case equal

$$\beta \approx -0.397, \quad C \approx 0.176. \quad (5.6)$$

In nonlinear optics, as shown in [23], a decrease of $\mu$ (Kerr constant) can be provided by the interaction of light pulses with acoustic waves (Mandelstamm–Brillouin scattering).
5.1. Soliton solutions for local nonlinearity

The stationary (independent of $t$) soliton solutions of Eq. (5.5) will be determined from the following ordinary differential equation:

$$-\lambda^2 \psi + \psi_{xx} - \mu |\psi|^2 \psi + 3C|\psi|^4 \psi + 4i\beta |\psi|^2 \psi_x = 0. \quad (5.7)$$

We recall that by construction these solitons move with a constant velocity. The Eq. (5.5) itself, however, contains a larger class of localized solutions. However, these solutions are all nonstationary—their phase and group velocities are different.

Eq. (5.7) can be integrated easily, if the amplitude $r = |\psi|$ and phase $\varphi = \arg \psi$ are introduced instead of $\psi$: $\psi = re^{i\varphi}$. Next, substituting $\psi$ in Eq. (5.7) and separating real and imaginary parts we obtain an equation for the imaginary part

$$\varphi_x = -\beta r^2. \quad (5.8)$$

After eliminating the phase, the equation for $r$ reduces to Newton’s equation

$$2r_{xx} = -\partial U/\partial r \quad (5.9)$$

with the potential

$$U = -\lambda^2 r^2 - \frac{\mu}{2} r^4 + C_1 r^6,$$

where the interaction constant $C$ is renormalized as $C_1 = C + \beta^2$. Then Eqs. (5.8) and (5.9) can be integrated using the energy integral:

$$r^2 = \frac{4\lambda^2}{\sqrt{16\lambda^2 C_1 + \mu^2 \cosh(2\lambda x) - \mu}}, \quad (5.10)$$

$$\varphi = -\frac{\beta^2}{\sqrt{C_1}} \tan^{-1} \left[ \frac{\sqrt{16\lambda^2 C_1 + \mu^2 e^{2\lambda x} - \mu}}{4\lambda \sqrt{C_1}} \right]. \quad (5.11)$$

This soliton type solution exists only if $C_1 > 0$. It is interesting to note that the renormalization of the interaction constant $C$ is due to the $\beta$ term in the Hamiltonian. This can be seen directly from Eq. (5.4), rewriting $H$ in terms of the amplitude and phase as

$$H = \lambda^2 N + \int \left[ r_x^2 + r^2 (\dot{\varphi}_x + \beta r^2)^2 + \frac{\mu}{2} r^4 + (C + \beta^2) r^6 \right] dx. \quad (5.12)$$

It is also easy to see that the soliton solution (5.10) is a stationary point of $H$. Indeed, the variation of $H$ with respect to $\varphi$ leads to Eq. (5.8), and Newton's equation (3.3) arises as a result of varying $H$ with respect to $r$.

The solutions (5.10) and (5.11) with $\lambda = 0$ and $\mu > 0$ degenerate into a soliton that decays in a power-law fashion [45]

$$r_{lim}^2 = \frac{2\mu}{\mu^2 x^2 + 4C_1}, \quad \varphi_{lim} = -\frac{\beta}{\sqrt{C_1}} \tan^{-1} \frac{\mu x}{2\sqrt{\beta^2 + C}}. \quad (5.13)$$

Thus, as the velocity passes through $V_c$, the soliton undergoes a jump. The amplitude of the soliton has its maximum value at the jump

$$(\Delta A)^2 = \frac{\mu}{2C_1}.$$  

For negative $\mu$, as $\lambda$ increases, the amplitude of the soliton increases according to a square-root law, and the soliton size decreases as $\lambda^{-1}$, in accordance with the general behavior (4.21) for supercritical bifurcations.

An important feature of the solution (5.10) is the existence of a nonlinear coordinate dependence (called a chirp in optics) of the phase $\varphi$. The maximum change in phase (from $-\infty$ to $+\infty$ in $x$)

$$\Delta \varphi = -\frac{\beta \pi}{\sqrt{\beta^2 + C}}$$

is reached at the jump for $V = V_c$. It can be both greater and less than $\pi$, depending on the sign of the constant $C$.

The solution (5.10) can also be used for negative but small values of $\mu$. In this case, as should be, the soliton solution softly splits off zero at the point $V = V_c$. Its amplitude then grows for large $\lambda$ exactly in the same manner as for $\mu > 0$.

The integral characteristics of both solutions (with $\mu > 0$ and $\mu < 0$) are different. Thus, the total number of particles on the soliton solution for $\mu > 0$,

$$N = \frac{2}{\sqrt{C_1}} \left[ \frac{\pi}{2} - \tan^{-1} \left( \frac{\sqrt{16\lambda^2 C_1 + \mu^2} - \mu}{4\lambda \sqrt{C_1}} \right) \right]. \quad (5.14)$$
reaches its maximum value
\[ 2N_{cr} = \frac{\pi}{\sqrt{C_1}} \]  
(5.15)
at \lambda = 0 and decreases smoothly to \( N_{cr} \) as \( \lambda \to \infty \) (see Fig. 8). For negative \( \mu \) the number of particles \( N \) for small \( \lambda \) increases as \( \lambda \) and then asymptotically approaches \( N = N_{cr} \) from below. It is important that the derivatives \( \partial N / \partial \lambda \) has different signs: for solitons with a jump this derivative is negative, while for solitons with \( \mu < 0 \) it is positive. For both branches at large \( \lambda \) the number of waves \( N = \int |\psi|^2 \, dx \) approaches from below and above the same value \( N_{cr} \) which coincides with the number of waves \( N \) on the solitons with \( \mu = 0 \). This property for solitons in fibers, with large enough Mandelstamm–Brillouin scattering, means that the energy of optical pulse saturates, tending to the constant value with a decrease of the pulse duration.

5.2. Lyapunov stability of solitons with local nonlinearity

As noted above, both types of solitons (with \( \mu > 0 \) and \( \mu < 0 \)) are stationary points of energy \( E \) with a fixed number of particles,
\[ \delta (E + \lambda^2 N) = \delta H = 0, \]  
(5.16)
where the energy in accordance with Eq. (5.12) is given by the expression
\[ E = \int \left[ r_x^2 + \frac{\mu}{2} r^4 - (C + \beta^2) r^6 + r^2 (\varphi_x + \beta r^2)^2 \right] \, dx. \]  
(5.17)

As we see in the previous sections (see also Ref. [38]), in the case of Hamiltonian systems a stationary point will be Lyapunov-stable if it provides a minimum or maximum of the energy.

In the case at hand, if one can find soliton solutions for which the energy will be bounded from below for a fixed number of particles (\( E \) is obviously the unbounded from above functional), then the stationary point corresponding to the minimum of \( E \) will be stable. Since the solution of the variational problem (5.16) is unique (up to a constant phase factor) for fixed \( \lambda^2 \), which is equivalent to fixing \( N \), the soliton solution (5.10) will be Lyapunov-stable in this case.

Under the scaling transformations of the soliton solution that preserve the number of particles the energy \( E \) as a function of the scaling parameter \( a \) takes the form:
\[ E = (l_1 - C_1 l_2) \frac{1}{a^2} + \frac{\mu l_3}{2a}, \]
where
\[ l_1 = \int r_x^2 \, dx, \quad l_2 = \int r^6 \, dx, \quad l_3 = \int r^4 \, dx. \]
(We note that the last integral in the expression for the energy (5.17) is identically zero in the soliton solution.) By virtue of Eq. (5.16)
\[ \frac{\partial E}{\partial a} \bigg|_{a=1} = 0 \quad \text{or} \quad l_1 - C_1 l_2 = -\frac{\mu}{4} l_3. \]
Hence it follows, in the first place, that the soliton energy likewise depends strongly on the constant $\mu$:

$$E_s = \frac{\mu}{4} I_{3s} \quad (I_{3s} > 0).$$

This quantity is positive for solitons with weak repulsion ($\mu > 0$) and negative for solitons with weak attraction ($\mu < 0$). In the second place, for $\mu > 0$ the energy $E$ as a function of the scaling parameter $a$,

$$E = -\frac{\mu}{4} I_{3s} \left( \frac{1}{a^2} - \frac{2}{a} \right), \quad (5.18)$$

is unbounded from below as $a \to 0$, but for weak attraction ($\mu < 0$) it possesses a minimum corresponding to the soliton solution.

We shall now show that the energy $E$ for $\mu < 0$ has a lower bound for all possible deformations that leave $N$ unchanged.

Let us consider the integral $\int r^6 dx = I_2$. This integral can be estimated using the Sobolev–Gagliardo–Nirenberg inequality in terms of the integral $I_1 = \int r^2_x dx$ and the number of the particles $N$:

$$\int r^6 dx \leq MN^2 \int r^2_x dx. \quad (5.19)$$

This inequality can be obtained from the Sobolev embedding theorem (2.26) by the same scheme as the inequality (2.28) was derived. The inequality (5.19) can be also improved by seeking the smallest value of the constant $M$. To find this best constant one needs to consider the minimum value of the functional

$$M[\psi] = \frac{I_2}{I_1 N^2}.$$

Namely, among all stationary points of the functional $M[\psi]$ one needs to choose the point with minimal value of $M[\psi]$. It is easy to see that this variational problem, $\delta M = 0$, is equivalent to finding the soliton solutions for the $\psi^0$ model with real $\psi$:

$$-\psi + \psi_{xx} + 3\psi^5 = 0.$$

This equation has a unique solution $\psi = 1/\sqrt{\cosh 2x}$, whence the best constant is simply found as

$$M_{\text{best}} = (2/\pi)^2.$$

As the result, the inequality (5.19) reads

$$\int r^6 dx \leq \left( \frac{N}{N_1} \right)^2 \int r^2_x dx, \quad (5.20)$$

where $N_1 = \pi/2$.

Next, substituting this inequality into Eq. (5.17) we obtain for the energy $E$ the estimate

$$E \geq \left[ 1 - C_1 \left( \frac{N}{N_1} \right)^2 \right] \int r^2_x dx + \int r^2 (\varphi_x + \beta r^2)^2 dx + \frac{\mu}{2} \int r^4 dx. \quad (5.21)$$

Hence for $\mu > 0$ follows that the energy $E$ is bounded from below by zero if the coefficient in front of the integral $I_1 = \int r^2_x dx$ is positive, i.e. when

$$1 - C_1 \left( \frac{N}{N_1} \right)^2 \geq 0.$$

This defines an upper bound on the number of particles

$$N \leq \frac{\pi}{2\sqrt{C + \beta^2}} \equiv N_{\text{cr}}. \quad (5.22)$$

We recall that $N_{\text{cr}}$ is the lower limit for the family of solitons (5.10) with $\mu > 0$. Therefore for such solitons it is impossible to draw any conclusion about their stability. However, for soliton solutions with $\mu < 0$ the inequality (5.22) holds and, as will be seen from the estimates made below, it is possible to prove stability of such solutions.

Thus, let $\mu < 0$ in Eq. (5.21). According to (2.30), we have

$$\int r^4 dx \leq \frac{1}{\sqrt{3}} \left( \int r^2_x dx \right)^{1/2} N^{3/2}.$$
Next, substituting this estimate into Eq. \((5.21)\) one can obtain

\[
E \geq \left[ 1 - C_1 \left( \frac{N}{N_1} \right)^2 \right] I_1 - \frac{|\mu|}{2\sqrt{3}} N^{3/2} I_1^{1/2} + \int r^2 (\varphi_x + \beta r^2)^2 \, dx
\]

\[
\geq -\frac{|\mu|^2 N^3}{8\sqrt{3}} \left[ 1 - C_1 \left( \frac{N}{N_1} \right)^2 \right].
\]

The latter inequality holds only if the criterion \((5.22)\) is satisfied. This means that the energy \(E\) has a lower (negative) boundary if

\[N < N_{cr},\]

which is compatible with the entire region of existence of solitons with \(\mu < 0\). It should be noted that for \(\mu = 0\) the NSE \((5.4)\) is, as is said, a critical equation of the NLS type. For this nonlinearity \((\sim |\psi|^6 \text{ in } H)\) collapse becomes possible if \(\beta = 0\) and the energy \(E\) is negative, as it follows from the virial theorem \((4.40)\).

If \(N < N_{cr},\) dispersion completely spreads out the solution. However, a small negative correction to the Hamiltonian significantly changes the situation. A relatively weak four-wave interaction against the background of strong attraction \((\sim |\psi|^6),\) leading to collapse (see, for example, Ref. \([74]\)), is responsible for the existence of stable bound stationary states—solitons. Weak localization appears \([78]\).

### 5.3. Linear stability criterion

The preceding analysis has answered the question about stability only for solitons with weak attraction. From this answer it is impossible to draw any conclusion about the stability of solitons with weak repulsion \((\mu > 0).\) In this subsection we shall consider this question, investigating the linear stability problem.

We shall seek for the solution of Eq. \((5.4)\) in the form

\[
\psi = (r + a)e^{i(\phi + \alpha)} \approx (r + a + ir \alpha)e^{i\phi},
\]

where \(r\) and \(\phi\) are the soliton solution \((5.10)\) and \((5.11),\) and \(a\) and \(\alpha\) are small deviations of the amplitude and phase of the soliton, respectively.

Linearizing Eq. \((4.5)\) it is easily found that the dynamics of the perturbations \(a\) and \(\alpha\) is determined by the Hamiltonian equations

\[
2i \frac{\partial a}{\partial t} = \frac{\delta \tilde{H}}{\delta \alpha}, \quad 2r \frac{\partial \alpha}{\partial t} = -\frac{\delta \tilde{H}}{\delta a}.
\]

Here \(\tilde{H} = \delta^2 H\) is the second variation of the Hamiltonian \((5.10)\)

\[
\tilde{H} = \langle a|L|a \rangle + \int r^2 (\alpha_x + 2\beta r a)^2 \, dx.
\]

where the (Schrödinger) operator \(L\) is given by the expression

\[
L = -\frac{\partial^2}{\partial x^2} + \lambda^2 + 2\mu r^2 - 15C_1 r^4
\]

and \(\langle a|L|a \rangle\) is the mean value of the operator \(L\) for the given state \(|a\).

\[
\langle a|L|a \rangle = \int a(x)La(x) \, dx.
\]

If the quadratic form \(\delta^2 H\) is sign definite, then the soliton solution will be stable. We note that the second term in \((5.25)\) is positive. Then the positiveness of the entire quadratic form \(\tilde{H}\) is determined by the average value of the operator \(L, \langle a|L|a \rangle\). In this expression the average is taken not with respect to arbitrary states \(|a\) but only with respect to those states that are orthogonal to \(|r\):

\[
\langle r|a \rangle = 0.
\]

This orthogonality condition is a consequence of the conservation of the number of particles \(N\) and is one of the solvability conditions for the linear system \((5.24).\) In this case, finding the stability criterion for solitons \((5.4)\) is identical to the derivation of the VK criterion \((4.33)\) (see also \([39,38]\)) for the NLSE. Positiveness of

\[
\partial N/\partial \lambda^2 > 0
\]

guarantees stability of solitons. This situation occurs for solitons with weak attraction, and as a result they are stable. This conclusion is in complete agreement with the results of the preceding subsection.
For solitons with weak repulsion ($\mu > 0$) the criterion (5.28) gives a sign indefiniteness for the quadratic form $\tilde{H}$. This is a necessary condition for instability. This criterion becomes necessary and sufficient only in the case $\beta = 0$, where the average value of $L$ in Eq. (5.25) can be interpreted as a potential energy, and the integral $\int r^2 \phi^2 \, dx$ can be interpreted as the kinetic energy (compare with the derivation of the VK criterion (4.33) in the previous section).

Certain arguments can be given in support of the fact that a soliton with weak repulsion is nonetheless unstable for $\beta \neq 0$ also. The average value of $L$ can be made negative by taking for $a$ the eigenfunction $\xi$ with $E < 0$. For a given value of $\xi$ it is always possible to find a phase $\alpha$ such that the integral
$$\int r^2 (\alpha_1 + 2\beta r) \, dx$$
vanishes. Thus the Hamiltonian $\tilde{H}$ can be made negative, which can be regarded physically as necessary for instability. However, strictly speaking, this still requires a definite proof. An example that refutes the above argument is well known. If $\beta$ exists is still unknown, but it is likely.

But despite the uncertainty with the linear stability, it should be noted that a soliton with weak repulsion is always unstable with respect to finite disturbances. This follows, specifically, from the fact that under scaling transformations leaving the number of particles $N$ unchanged the energy $E$ (5.18) as a function of the scaling parameter $a$ for solitons with $N > N_c$ is unbounded as $a \to 0$. The latter, as we have mentioned already (see, Section 4 and the reviews [79,80] as well), is a criterion for wave collapse.

### 5.4. Interfacial waves

As an example of bifurcations for solitons first we consider the interfacial deep water waves (IW) which propagate along the interface ($z = \eta(x, t)$) between two ideal incompressible fluids with respective densities $\rho_1$ and $\rho_2$, in the presence of gravity (with the acceleration $g$ acting down the vertical $z$-axis) and capillarity with interfacial tension $\sigma$. We shall assume that the lighter fluid with density $\rho_2$ occupies the region $\infty > z > \eta(x, t)$, and respectively the heavier fluid occupies the region $-\infty < z < \eta(x, t)$. Flows of both fluids are considered to be potential and two-dimensional. The fluid velocities are given by
$$v_{1,2} = \nabla \phi_{1,2},$$
where the velocity potentials $\phi_1$ and $\phi_2$ satisfy Laplace’s equation
$$\Delta \phi_{1,2} = 0. \tag{5.29}$$

These equations are subject to the following boundary conditions. Far from the interface as $z \to \pm \infty$
$$\phi_{1,2} \to 0.$$

On the interface $z = \eta(x, t)$ the kinematic conditions hold:
$$\frac{\partial \eta}{\partial t} = (-v_x \eta_x + v_z)_{1,2}. \tag{5.30}$$

The dynamic condition reduces to the discontinuity of pressures across the interface due to capillarity:
$$p_1 - p_2 = -\sigma \frac{\partial}{\partial x} \left( \eta_x \sqrt{\eta_x^2 + 1} \right).$$

The use of Bernoulli equations in each fluid allows to rewrite the latter equation in terms of potentials and their derivatives:
$$\rho_1 \left( \frac{\partial \phi_2}{\partial t} + \frac{1}{2}(\nabla \phi_2)^2 + g \eta \right) - \rho_2 \left( \frac{\partial \phi_1}{\partial t} + \frac{1}{2}(\nabla \phi_1)^2 + g \eta \right) = \sigma \frac{\partial}{\partial x} \left( \eta_x \sqrt{\eta_x^2 + 1} \right). \tag{5.31}$$

The Eqs. (5.29)-(5.31) conserve the total energy:
$$H = K + U, \tag{5.32}$$
where the kinetic energy is equal to
$$K = \int_{z>\eta} \frac{\rho_2 (\nabla \phi_2)^2}{2} \, dx + \int_{z<\eta} \frac{\rho_1 (\nabla \phi_1)^2}{2} \, dx$$
and the potential energy is given by the expression
$$U = \int (\rho_1 - \rho_2) \frac{g \eta^2}{2} \, dx + \int \sigma \left( \sqrt{\eta_x^2 + 1} - 1 \right) \, dx.$$
As shown first in [81] (see also [82,83,33,84]), the equations of motion (5.30) and (5.31) together with the Laplace equations (5.29) represent a Hamiltonian system. The Hamiltonian coincides with the energy (5.32). The new variables \( \Psi = (\rho_1 \psi_1 - \rho_2 \psi_2) \) and the interface shape \( \eta \) are canonical conjugate variables:

\[ \frac{\partial \eta}{\partial t} = \frac{\delta H}{\delta \psi_1}, \quad \frac{\partial \psi_1}{\partial t} = -\frac{\delta H}{\delta \eta}, \]

(5.33)

where \( \psi_{1,2} = \phi_{1,2}|_{z=\eta} \). The given Hamiltonian form generalizes Zakharov’s canonical form for free surface hydrodynamics [85]. A Hamiltonian formulation of the problem of a free interface between two ideal fluids, under rigid lid boundary conditions for the upper fluid, was also given by Benjamin and Bridges [86]. Craig and Groves [87] give a similar expression, by using the Dirichlet–Neumann operators for both the upper and lower fluid domains (see also [88]).

The Hamiltonian can be expanded in series with respect to powers of the canonical variables. In this case the steepness of the interface plays the role of a small parameter of expansion. The normal variables \( a_k \) for interfacial waves are given by the following formulas:

\[ \Psi(k) = i \frac{(1 + \rho)\omega_k}{2|k|}(a_k - a_k^*), \]

\[ \eta(k) = \frac{|k|}{2(1 + \rho)\omega_k}(a_k + a_k^*), \]

(5.34)

where \( \rho = \rho_2/\rho_1 \). In these formulas

\[ \omega_k = \left( \frac{|k|}{1 + \rho} \left[ g(1 - \rho) + \sigma k^2 \right] \right)^{1/2} \]

(5.35)

is the dispersion relation for linear internal waves and \( k \) is the wave vector directed along the \( x \)-axis (1D case). At \( \rho = 0 \) the interfacial waves transform into the gravity–capillary waves for the deep water case with

\[ \omega_k = (gk + \sigma k^3)^{1/2}. \]

For the internal wave dispersion (5.35) the maximum solitary wave velocity \( V \) coincides with the minimum phase velocity of linear waves:

\[ V_{cr} = \min \frac{\omega_k}{k}. \]

It occurs when

\[ k = k_0 = \left[ \frac{g(1 - \rho)}{\sigma} \right]^{1/2}. \]

(5.36)

At this point the values of the linear frequency and critical velocity are

\[ \omega_0 \equiv \omega(k_0) = \sqrt{2Agk_0} \quad \text{and} \quad V_{cr} \equiv \frac{\omega_0}{k_0} = \frac{2Ag}{k_0}, \]

(5.37)

where

\[ A = \frac{1 - \rho}{1 + \rho} \]

is the Atwood number.

The transformation (5.34) diagonalizes the quadratic part of the Hamiltonian,

\[ H_0 = \int \omega_k |a_k|^2 \, dk, \]

and the equations of motion in the new variables \( a_k \) take the standard form (4.4):

\[ \frac{\partial a_k}{\partial t} = -i \frac{\delta H}{\delta a_k^*}. \]

(5.38)

In the case of internal waves the expansion of \( H_{\text{int}} \) in the wave amplitude starts with the cubic terms. According to [32], the three-wave matrix elements are given by the expressions
The Fourier transform of the kernel of the operator 

\[ \langle k | \phi_2 \rangle \]

and to the averaged four-wave Hamiltonian:

\[ \beta \propto \frac{1}{|k|} \]

In this case the expansion of the four-wave matrix element

\[ \rho \]

the bifurcation becomes subcritical. In the particular case of the deep water waves (when \( V \) in agreement with the paper [A]), the values of \( U_{k_0 \rightarrow 2k_0} \) and \( V_{2k_0 | k_0 k_0} \) are equal

\[ U_{k_0 \rightarrow 2k_0} = \frac{A k_0 \omega_{k_0}}{2 \sqrt{2 \pi (1 + \rho)^{3/2}} \left( \frac{k_0}{\omega_{2k_0}} \right)} \]

\[ V_{2k_0 | k_0 k_0} = \frac{A k_0 \omega_{k_0}}{2 \sqrt{2 \pi (1 + \rho)^{3/2}} \left( \frac{k_0}{\omega_{2k_0}} \right)} \]

where \( k_1 \equiv 1, k_2 \equiv 2, \) and \( k_3 \equiv 3. \) Hence, the values of \( U_{k_0 \rightarrow 2k_0} \) and \( V_{2k_0 | k_0 k_0} \) are equal

\[ U_{k_0 \rightarrow 2k_0} = \frac{A k_0 \omega_{k_0}}{2 \sqrt{2 \pi (1 + \rho)^{3/2}} \left( \frac{k_0}{\omega_{2k_0}} \right)} \]

\[ V_{2k_0 | k_0 k_0} = \frac{A k_0 \omega_{k_0}}{2 \sqrt{2 \pi (1 + \rho)^{3/2}} \left( \frac{k_0}{\omega_{2k_0}} \right)} \]

Respectively the “bare” four-wave constant \( T_{k_0 k_0 | k_0 k_0} \) is

\[ T_{k_0 k_0 | k_0 k_0} = \frac{5}{32 \pi} \frac{k_0^3}{(\rho + 1)} \]

Substituting expressions (5.41) and (5.42) into (4.17) gives

\[ \tilde{T}_0 = \frac{k_0^3}{2 \pi (1 + \rho)} \left( A_{\sigma}^2 - A^2 \right) = \frac{\mu}{2 \pi} \]

where the square of the critical Atwood number \( A_{\sigma}^2 \) is equal to \( 5/16 \). This gives for the critical value of \( \rho \)

\[ \rho_{\sigma} = \frac{4 - \sqrt{5}}{4 + \sqrt{5}} \]

in agreement with the paper [29]. For \( \rho < \rho_{\sigma} \), the four-wave coupling coefficient is negative, and the corresponding nonlinearity is of the focusing type. In this case, solitary waves near the critical velocity \( V_{\sigma} \) are described by the stationary NLSE (4.20) and undergo a supercritical bifurcation at \( V = V_{\sigma} \) [29]. For \( \rho > \rho_{\sigma} \) the coupling coefficient changes sign and the bifurcation becomes subcritical. In the particular case of the deep water waves (when \( \rho = 0 \)) the solitons undergo only a supercritical bifurcation.

Now we will give the general structure of the Hamiltonian expansion corresponding to interfacial waves near the critical density ratio assuming the following two dimensionless parameters are small:

\[ \lambda = \sqrt{1 - \frac{V^2}{V_{\sigma}^2}} \quad \text{and} \quad \theta = 1 - \frac{\rho}{\rho_{\sigma}}. \]

In this case the expansion of the four-wave matrix element \( \tilde{T}_{k_1 k_2 k_3 k_4} \) linear in \( \kappa_i = k_i - k_0 \) contains, besides the local terms proportional to \( \beta \), the nonlocal ones:

\[ \tilde{T}_{k_1 k_2 k_3 k_4} = \frac{\mu}{2 \pi} + \frac{\beta}{2 \pi} (\kappa_1 + \kappa_2 + \kappa_3 + \kappa_4) - \frac{\gamma}{8 \pi} (|\kappa_1 - \kappa_3| + |\kappa_2 - \kappa_3| + |\kappa_2 - \kappa_4| + |\kappa_1 - \kappa_4|). \]

The constants \( \beta \) and \( \gamma \) have different parity relative to reflection \( k_0 \rightarrow -k_0 \). The coefficient \( \beta \) changes its sign, but the coefficient \( \gamma \) retains its sign under this transform. The difference in parities between \( \beta \) and \( \gamma \) gives different contributions to the averaged four-wave Hamiltonian:

\[ \tilde{H}^{(4)} = \frac{\mu}{2} \int [\mu|\psi|^4 + 2i\beta(\psi^* \psi - \psi \psi^*)|\psi|^2 - \gamma|\psi|^2 |\tilde{k}||\psi|^2] \, dx. \]

Here \( \tilde{k} \) is the positive definite integral operator

\[ \tilde{k} = -\partial_x \tilde{H}, \]

and \( \tilde{H} \) is the Hilbert transform:

\[ \tilde{H}f(x) = \frac{1}{\pi} \left( P.V. \int_{-\infty}^{\infty} \frac{f(x') \, dx'}{x' - x} \right). \]

The Fourier transform of the kernel of the operator \( \tilde{k} \) is equal to \( |k| \).
Due to this nonlocal interaction the equation of motion (5.5) for $\psi$ takes the form

$$i\frac{\partial \psi}{\partial t} - \lambda^2 \omega_0 \psi + \frac{\alpha_0^2}{2} \psi_{xx} - \mu |\psi|^2 \psi + 4i\beta |\psi|^2 \psi_x + \gamma |\psi|^3 \psi + 3C |\psi|^4 \psi = 0.$$  \hspace{1cm} (5.45)

The nonlocal term in this equation is analogous to that found first time by Dysthe for gravity waves [46]. The existence of the nonlocal contribution in the expansion (5.43) is connected with non-analytical dependence of the matrix element $T$ in its arguments. For interfacial deep water waves (IW) this non-analyticity originates from the solution of Laplace equation for the hydrodynamic potential and its reduction to the moving interface. For instance, for water waves (WW) with a finite depth the nonlocal term is absent [77] as well as for electromagnetic waves in nonlinear dielectrics [23] because of the analyticity of matrix elements with respect to frequencies, which is a consequence of causality (see, for example, Refs. [42,23]). In the latter case the spatial dispersion effects are relativistically small and can be neglected.

As before, the solitary wave shape in this case will be defined from the solution of the variational problem (5.16),

$$\delta (E + \omega_0 \lambda^2 N) = 0,$$  \hspace{1cm} (5.46)

where the energy $E$ (5.17) gets the nonlocal addition

$$-\frac{\gamma}{2} \int r^2 k r^2 dx.$$  \hspace{1cm} (5.47)

Thus, in order to solve the variational problem (5.46), we need to know three coefficients: $\beta$, $\gamma$ and $C$. One can easily see that the contributions from terms proportional to $\beta$, $\gamma$ in $H^{(3)}$ and the six-wave Hamiltonian can be determined independently, which makes calculations more simple. According to [32] for IW

$$\beta = \frac{3l_0^2}{16(1 + \rho)}, \quad \gamma = \frac{16}{3} \beta, \quad C = \frac{Mk_0^3}{3\omega_0}$$  \hspace{1cm} (5.48)

where $M = \frac{289/21 + \sqrt{51}}{16184} \approx 0.685961$. Thus, the nonlocal ($\sim \gamma$) and six-wave ($\sim C$) interactions correspond to an attraction between waves (focusing nonlinearity).

For $\rho < \rho_c$, the four-wave coupling coefficient $\mu$ is negative, and the corresponding nonlinearity is of the focusing type. In this case, solitary waves near the critical velocity $V_c$ are described by the stationary ($\partial / \partial t = 0$) NLSE and undergo a supercritical bifurcation at $V = V_c$ [29]. For $\rho > \rho_c$ the coupling coefficient changes sign and, as a result, the bifurcation becomes subcritical.

5.5. Soliton families for IW and their stability

For IW near the transition point, $|\theta| \ll 1$, the product $\omega_0^2 C$ is positive; moreover $\gamma$ is also positive for IW, and therefore the corresponding nonlinearities are focusing, thus providing the existence of localized solutions. As for the local case, depending on the sign of $\mu$ there exist two branches of solitons. For IW they were found numerically [31,32] using the Petviashvili scheme [89]. Explicit solutions for both kinds of IW solitons can be obtained in the limiting case only when $V = V_c$. For negative $\mu$ these are the classical NLS solitons with a sech shape. For the supercritical bifurcation at $V = V_c$ the soliton amplitude remains finite with algebraic decay ($\sim 1/|x|$) at infinity [31,32] (compare with (5.13)). Like for the local nonlinearities both soliton families for positive and negative values of $\mu$ asymptotically tend to the same state at $\lambda \rightarrow \infty$ which can be related to solitons for the critical NLS type equation. As the result both dependences of $N$ at large $\lambda$ converge to the critical value $N_c$, for the family with $\mu < 0$ from below and from above for the family with $\mu > 0$ (but here $N_c$ differs from the value (5.15) because of nonlocalities). Thus, these dependences are familiar to those depicted in Fig. 9.

From this point of view influence of the nonlocal nonlinearity, being of focusing, is not of principle if it concerns solitonic behavior. More or less the same conclusion can be made for stability of solitons. As shown in [23,31,32,77], for $N < N_c$ solitons corresponding to the supercritical branch realize the minimum values of the energy and therefore they are stable in the Lyapunov sense, i.e. stable with respect to not only small perturbations but also against finite ones. In particular, the boundedness of $E$ from below can be viewed if one considers the scaling transformation $\psi = (1/a)^{1/2} \psi_s(x/a)$ retaining the number of waves $N$ where $\psi = \psi_s(x)$ is the soliton solution. Under this transform $E = E(a)$ has the same form as Eq. (5.18):

$$E(a) = \left(1 - \frac{1}{2a^2}\right) \frac{\mu}{2} \int |\psi_s|^4 dx.$$  \hspace{1cm} (5.49)

It is worth noting that the dispersion term and all nonlinear terms in $E$, except $\int \frac{\omega_0^2}{2} |\psi|^4 dx$, have the same scaling dependence $\propto a^{-2}$. The latter means that at $\mu = 0$ Eq. (5.45) can be related to the critical NLS equation like the two-dimensional cubic NLS equation. From Eq. (5.49) it is also seen that for $\mu < 0$ $E(a)$ has a minimum corresponding to the soliton. Unlike the supercritical case, the scaling transformation for the other soliton branch with $\mu > 0$ gives a maximum of $E(a)$ on solitons and unboundedness of $E$ as $a \rightarrow 0$. Under the gauge transformation $\psi = \psi_s e^{i\chi}$, on the contrary, the energy reaches a minimum on soliton solutions and consequently the solitons with $\mu > 0$ represent saddle points. This indicates a possible instability of solitons for the whole subcritical branch, at least with respect to finite perturbations.
We consider this question in more details with the main emphasis to the nonlinear stage of the instability following to [90]. This problem, indeed, is not trivial in spite of a closed similarity with the critical NLSE. It is worth noting that Eq. (5.45) at $\mu = \gamma = C = 0$ represents an integrable model (the so-called derivative NLSE) [91] and exponentially decaying solitons in this model are stable. It is more or less evident also that small coefficients $\gamma, C$ cannot break the stability of solitons. This means that in the space of parameters we may expect the existence of a threshold. Above this threshold solitons must be unstable and the development of this instability may lead to collapse, i.e. the formation of a singularity in finite time.

Consider the energy (5.17) with account of the nonlocal addition (5.47) written in terms of amplitude $r$ and phase $\varphi(\psi = re^{i\varphi})$:

$$E = \int \left[ r_x^2 + \frac{\mu}{2} r^4 - \frac{\gamma}{2} r^2 k^2 r^2 - \frac{1}{3} r^6 + r^2 (\varphi_x + \beta r^2)^2 \right] dx,$$

(5.50)

where by an appropriate choice of the new dimensionless variables the renormalized constant $\tilde{C} = C + \beta^2$ can be taken equal to $1/3$. Hence one can see that the energy takes its minimum value when the last term in (5.50) vanishes, i.e. when

$$\varphi_x + \beta r^2 = 0.$$  (5.51)

Integrating this equation gives an $x$-dependence for the phase, called chirp in nonlinear optics. It is interesting to note that the remaining part of the energy does not contain the phase at all.

First investigate the local model when $\gamma = 0$. Let the energy be negative in some region $\Omega : E_\Omega < 0$. Then, following Refs. [64,80], one can establish that due to radiation of small amplitude waves $E_\Omega < 0$ can only decrease, becoming more and more negative, but the maximum value of $|\psi|$, according to the mean value theorem, can only increase:

$$\max_{x \in \Omega} |\psi|^4 \geq \frac{3|E_\Omega|}{N_\Omega}.$$  (5.52)

This process is possible only for energies which are unbounded from below. In accordance with (5.49) such a situation is realized when $\mu > 0$. In this case the radiation leads to the appearance of infinitely large amplitudes $r$. However, it is impossible to conclude that the singularity formation develops in finite time.

For $\gamma > 0$ the estimations on the maximum value of $|\psi|$ are not as transparent as they are for the local case. Instead of (5.52), it is possible to obtain a similar estimate,

$$\max_x |\psi|^4 \geq \frac{3|E|}{N}.$$  (5.52)

However, it is expressed through the total energy $E$ and the total number of waves $N$. Besides, two inequalities must be satisfied: $E < 0$ and $N < \frac{2N_\Omega}{\gamma}$. For interfacial waves, $N_\Omega \approx 1.39035 > N_{cr} \approx 1.3521$. Thus, the maximum amplitude in this case is bounded from below by a conservative quantity and this maximum can never disappear during the nonlinear evolution.

Now we consider the situation where the self-steepening process can be neglected ($\beta = 0$). In this case Eq. (5.45) becomes

$$i\psi_t + \psi_{xx} - \lambda^2 \psi - \mu |\psi|^2 \psi + \gamma \psi \hat{k} |\psi|^2 + 3C |\psi|^4 \psi = 0.$$
It is possible to obtain a criterion of collapse using the virial equation, compare with (4.41) (for details, see also [71,92,64]). This equation is written for the positive definite quantity
\[ R = \int x^2 |\psi|^2 dx, \]
which, up to the multiplier \( N \), coincides with the mean square size of the distribution. The second derivative of \( R \) with respect to time is defined by the virial equation
\[ R'' = 8 \left( E - \frac{\mu}{4} \int |\psi|^4 dx \right). \] (5.53)

Hence, for \( \mu > 0 \) one can easily obtain the following inequality:
\[ R'' < -8E, \]
which yields, after double integration, \( R < 4Et^2 + \alpha_1 t + \alpha_2 \). Here \( \alpha_{1,2} \) are constants which are obtained from the initial conditions. Hence, it follows that for the states with negative energy, \( E < 0 \), there always exists such moment of time \( t_0 \) when the positive definite quantity \( R \) vanishes. At this moment of time the amplitude becomes infinite. Therefore the condition \( E < 0 \) represents a sufficient criterion of collapse (compare with [71,92]). However, it is necessary to add that this criterion can be improved by the same way as it was done in Refs. [93,75] for the three-dimensional cubic NLS equation. From Eq. (5.53) one can see that for the stationary case (on the soliton solution) \( E_s = \frac{\mu}{4} \int |\psi|^4 dx \), in agreement with Eq. (5.49). As we demonstrated before for \( \mu > 0 \) the soliton realizes a saddle point of \( E \) for fixed \( N \). It follows from (5.49) that for small \( a \) the energy becomes unbounded from below, but for \( a > 1 \) it decreases (this corresponds to spreading). Therefore in order to achieve a blow-up regime the system should pass through the energetic barrier equal to \( E_s \). Thus, for this case the criterion \( E < 0 \) must be changed into the sharper criterion: \( E < E_s \). This criterion can be obtained rigorously using step by step the scheme presented in [93,75] and therefore we skip its derivation.

5.6. Numerical results of the soliton collapse

In order to verify all the theoretical arguments about the formation of collapse presented above a numerical integration of the NLS (5.45) for \( \mu > 0 \) was performed by using the standard fourth-order Runge–Kutta scheme. The initial conditions were chosen in the form of solitons but with larger amplitudes than for the stationary solitons. The increase in initial amplitude was varied in the interval from 0.1% up to 10%. The initial phase was given by means of Eq. (5.51). In all runs with these initial conditions we observed a high increase of the soliton amplitude up to a factor 14 with a shrinking of its width. In the peak region pulses for both IW and WW cases behaved similarly. Near the maximum the pulse peak was almost symmetric: anisotropy was not visible. The difference was observed in the asymptotic regions far from the pulse core where the pulses had different asymmetries for IW and WW because of the opposite sign for \( \beta \) (see Eqs. (5.48), (5.6)). For the given values of \( \beta \) we did not observe the simultaneous formation of two types of singularities with blowing-up amplitudes and sharp gradients as it was demonstrated in the recent numerical experiments for the three-dimensional collapse of short optical pulses due to self-focusing and self-steepening in the framework of the generalized NLS equation [94] and equations of the Kadomtsev–Petviashvili type [95].

In our numerical computations we found that the amplitude and its spatial collapsing distribution develop in a self-similar manner. Near the collapse point in the equation (with \( \mu > 0 \)) one can neglect the term proportional to \( \mu \). In this asymptotic regime Eq. (5.45) admits self-similar solutions,
\[ r(x, t) = (t_0 - t)^{-1/4} \left( \frac{x}{(t_0 - t)^{1/2}} \right), \] (5.54)
where \( t_0 \) is the collapse time.

To verify that we approached the asymptotic behavior given by Eq. (5.54), we normalized at each moment of time the \( \psi \)–function by the maximum (in \( x \)) of its modulus \( \max |\psi| = M \) and introduced new self-similar variables,
\[ \psi(x, t) = M \tilde{\psi}(\xi, \tau), \quad \xi = M^2(x - x_{\text{max}}), \quad \tau = \ln M. \] (5.55)
Here \( x_{\text{max}} \) is the point corresponding to the maximum of \( |\psi| \). In comparison with those given by Eq. (5.54), such new variables are more convenient because they do not require the determination of the collapsing time \( t_0 \).

Figs. 9 and 10 show typical dependences of \( |\tilde{\psi}| \) as a function of the self-similar variable \( \xi \) at \( t = 0 \) (solid line) and at the final time (dashed line) for both the IW and WW cases. In both figures one can see a fairly good coincidence between the initial soliton distribution and the final one at the central (collapsing) part of the pulse and asymmetry of the pulse at its tails due to self-steepening. The latter demonstrates that collapse has a self-similar behavior. The form of the central part of the pulse approaches the soliton shape because asymptotically the NLS model (5.45) tends to the critical NLS system. It is necessary to mention that this has been well known for the classical two-dimensional NLS equation since the paper by Fraiman [96].

Fig. 11 shows how \( 1/ \max |\psi|^4 \) depends on time. This dependence is almost linear in the correspondence with the self-similar law (5.54). If the initial amplitudes were less than the stationary soliton values, then the distribution would spread in time dispersively, in full correspondence with qualitative arguments based on the scaling transformations (5.49).
Fig. 10. Initial (solid line) and final (dashed line) at $t = 2.7192$ distributions for $|\psi|$. WW solitons, self-similar variables. The soliton amplitude was increased by 1%, $\mu = 1, \lambda = 1$. The ratio between final and initial soliton amplitudes in the physical variables is about 11.

Fig. 11. Dependence of $1/ \max |\psi|^4$ on time. Interfacial waves.

6. Bifurcations for the interacting fundamental and second harmonics

In Section 4 we saw that the renormalized four-wave interaction constant $\widetilde{T}_0$ (4.17) becomes infinitely large while approaching the resonance (4.18)

$$2\omega(k_0) = \omega(2k_0).$$

(6.1)

In this case the perturbation theory for (4.17) breaks down and we should consider this resonance separately by introducing two envelopes $\psi_1$ for the fundamental frequency (FF) and $\psi_2$ for its second harmonic (SH). These envelopes satisfy two equations coupled due to quadratic nonlinearity ($\sim V_{2k_0k_0k_0}$). As well known, such system represents a partial case of the so-called three-wave system [24] when carrier frequencies of three wave packets satisfy the triad resonant condition. It is known also that such wave packets can form bound states - solitons - due to their mutual nonlinear interaction (see e.g. [25]). The three-wave system describes spatial solitons as well as spatial–temporal solitons in $\chi^{(2)}$ media [25,34]. This system couples amplitudes of three quasi-monochromatic waves due to quadratic nonlinearity (see also [97] for the study of the interactions between the fundamental wave and its second harmonic in the presence of symmetries).

When the difference in group velocities between these first and second harmonics is small enough (which is typical for nonlinear optics) it is necessary to take into account wave dispersion. In this case this model can be considered as a vector nonlinear Schrödinger system but with quadratic nonlinearity. The balance between nonlinear interaction and dispersion results in the existence of solitons. If the difference in group velocities is large enough, then each wave packet propagates away with its group velocity, and the system cannot form a bound state between the first and second harmonic. Moreover, in this case this system is close to being integrable. For zero dispersion it can be integrated by means of the inverse scattering transform [98,12].
As it was shown in Section 4, when the soliton velocity $V$ is close to the minimum phase velocity of linear waves, $V_c = \min(\omega(k)/k)$, the Fourier spectrum of the stationary pulse represents a set of peaks. Their positions in the frequency domain correspond to the frequency related to the minimal phase velocity (fundamental harmonic) and to its multiple harmonics. The width of these peaks vanishes when the critical velocity $V_c$ is approached. This allows us to introduce an envelope for each peak, and apply a standard multi-scale expansion. In the case when the carrier frequency, corresponding to the critical velocity does not satisfy the resonance condition (6.1), then near the supercritical bifurcation point the envelope of the fundamental harmonic obeys the stationary (focusing) nonlinear Schrödinger equation (2.14). If the carrier frequency for the fundamental harmonic is close to the resonance condition (6.1) then the corresponding equations for a steady pulse transform into the steady (time-independent) equations for the interacting fundamental and second harmonics. The stability of these soliton solutions with respect to modulation perturbations can be described in the framework of the unsteady system for fundamental and second harmonics.

With account of dispersion (plus diffraction in the multi-dimensional case) the system of interacting fundamental and second harmonics contains three free parameters: the phase mismatch $\Omega$, which characterizes how far the carrier frequencies of the first and second harmonics are from resonance, and two dispersion coefficients $\omega_1^\prime$ and $\omega_2^\prime$ where 1, 2 stand for FF and SH respectively, and prime means derivative with respect to $k_1$, where $k_2 = 2k_1$. In the multi-dimensional case, instead of dispersion coefficients two dispersion tensors arise. All other parameters can be excluded by simple rescaling. The behavior of solitons depends significantly on these three parameters. In the simplest variant soliton solutions are determined by one internal parameter $\lambda^2$, which can be considered as a “chemical potential”. Until now, mainly such solutions have been treated. We would like to pay attention to the fact that the system of interacting fundamental and second harmonics (as well as the three-wave system) is not Galilean invariant in the general situation. In particular, this means that the system must have a more broad soliton family than could be considered before. The velocity of the soliton, together with the “chemical potential” are two inner independent parameters of the soliton family. In this Section, following [27], we analyze this two-parameter family both analytically and numerically. These two parameters are not arbitrary indeed: there are some restrictions imposed on them which follow from the conditions for soliton existence. This yields a two-dimensional region in the parameter space. Passing across the boundary of this region, a soliton undergoes bifurcations. In this section we show that for this system two types of bifurcations are possible. The first is a supercritical bifurcation, when the first harmonic amplitude $\psi_1$ for the soliton solution vanishes smoothly while the second harmonic amplitude depends on $\psi_1$ quadratically. Near such a bifurcation a soliton solution transforms into the soliton of the nonlinear Schrödinger equation (NLS) that is embedded in the general scheme considered in Section 4. As we showed, such solutions are stable for the one-dimensional case.

Another possibility is a subcritical bifurcation which takes place when the characteristic size for the second harmonic becomes infinite as the soliton parameters approach the boundary. In this case near the boundary the amplitude of the second harmonic remains finite, but the amplitude $\psi_1$ vanishes. Correspondingly, close to the boundary the Manley–Rowe integral in this case becomes infinite. The derivative of this integral relative to the parameter $\lambda^2$ becomes negative, so that, in accordance with the Vakhitov–Kolokolov (VK) type of criteria [39,47], there is soliton instability. In this case, however, this criterion is only a sufficient criterion for instability: it cannot be used to establish stability. The original VK stability criterion for the NLS equation [39] is simultaneously necessary and sufficient. The difference in the stability criteria between the NLS and the FF–SH system (being a two-component NLS system), is connected with the vector character of the latter (for details see the next Section and also [47]). Just for this reason, it is impossible to generalize the criterion (4.33) to the FF–SH system completely.

6.1. Basic equations

The equations of motion describing the interaction of the first (fundamental) and second harmonics can be written as follows:

$$i \frac{\partial \psi_1}{\partial t} + \frac{1}{2} \omega_1^{\prime\prime} \psi_{1xx} = -2\psi_2 \psi_1^*, \quad (6.2)$$

$$i \frac{\partial \psi_2}{\partial t} - \Omega \psi_2 + \frac{1}{2} \omega_2^{\prime\prime} \psi_{2xx} = -\psi_1^2 \quad (6.3)$$

where the parameter $\Omega$ in (6.2) characterizes the phase mismatch and the matrix element $V_{2k_0k_0k_0}$ is chosen to be equal $-1$. Here, for simplicity, we consider only the one-dimensional case. The corresponding generalization to the multi-dimensional case is straightforward. In particular, in the multi-dimensional case one needs to change the 1D operators $\omega_i^{\prime\prime} \partial_x^2 (i = 1, 2)$ in (6.2) and (6.3) to

$$\frac{\partial^2 \omega(k_i)}{\partial k_i \partial k_j} \frac{\partial^2}{\partial x_i \partial x_j}.$$

The system under consideration (6.2) and (6.3) is Hamiltonian:

$$i \frac{\partial \psi_i}{\partial t} = \frac{\delta H}{\delta \psi_i^*} \quad (6.4)$$
with the Hamiltonian
\[ H = \int \Omega |\psi_2|^2 dx + \sum_i \int \frac{1}{2} \omega_i'' |\psi_{ik}|^2 dx - \int (\psi_1' s^2 \psi_2 + c.c.) dx. \]  
(6.5)

Besides the Hamiltonian, this system conserves also the Manley–Rowe integral
\[ N = \int (|\psi_1|^2 + 2|\psi_2|^2) dx \]
(6.6)
which is a consequence of gauge invariance of the system. This integral has also be regarded as an adiabatic invariant which appears as a result of average of the original system over fast oscillations corresponding to the carrier frequencies of two resonant wave packets. From the definition (6.6), the Manley–Rowe integral is a positive quantity.

Another integral of motion for Eqs. (6.2) and (6.3) is the momentum,
\[ P = -\frac{i}{2} \sum_i \int (\psi_1^* \partial_x \psi_{ik} - \psi_{ik}^* \partial_x \psi_1) dx, \]
which is a consequence of the invariance of the system to spatial translations. The latter, however, does not guarantee that the equations of motion will be Galilean invariant. To check this, let us perform two transformations. The first is passing to the coordinate system moving with velocity \( V \),
\[ x' = x - Vt, \quad t' = t, \]
(6.7)
and another is a simple gauge transform:
\[ \psi_1 \rightarrow \psi_1 e^{-iutt}, \quad \psi_2 \rightarrow \psi_2 e^{-i2utt}. \]
(6.8)
Then we require that the obtained equations have a similar form to the original system. Simple calculations show that this demand can be satisfied if and only if
\[ 2p_1 = p_2 \]
(6.9)
where \( p_i = 1/\omega_i'' \). Under this condition only, we have Galilean invariance. In all other cases the system (6.2) and (6.3) is not Galilean invariant. The same situation occurs for the three-wave system which describes the interaction of three resonant wave packets (compare with [47]).

The absence of Galilean invariance in the general case for the system (6.2) and (6.3) means that movable soliton solutions cannot be transformed by means of the transformations (6.7) and (6.8) to the rest soliton. In other words, the soliton velocity \( V \) itself is a new independent parameter, which together with the energy of solitons (as bound states) \( \varepsilon = -\lambda^2 \) defines a two-parameter soliton family. This family is given as follows:
\[ \psi_1(x, t) = \psi_{1s}(x - Vt)e^{i\lambda^2 t}, \quad \psi_2(x, t) = \psi_{2s}(x - Vt)e^{i2\lambda^2 t}, \]
where the amplitudes \( \psi_{1s} \) and \( \psi_{2s} \) satisfy the equations:
\[ -\lambda^2 \psi_1 - iV \partial_x \psi_1 + \frac{1}{2} \omega_1'' \partial_x^2 \psi_1 = -2\psi_2 \psi_1^*, \]
\[ -2\lambda^2 \psi_2 - iV \partial_x \psi_2 - \Omega \psi_2 + \frac{1}{2} \omega_2'' \partial_x^2 \psi_2 = -\psi_1^2. \]
(6.10)
(6.11)
Here and below the index \( s \) for \( \psi_{1s} \) and \( \psi_{2s} \) is temporarily omitted.

It is easy to verify that a stationary point of the Hamiltonian \( H \) for fixed \( N \) and momentum \( P \): Eqs. (6.10) and (6.11) follow from the variational problem
\[ \delta (H + \lambda^2 N - VP) = 0. \]
(6.12)
In order to have localized solution of the stationary system it is necessary to require that two operators
\[ A_1 = -\lambda^2 - iV \partial_x + \frac{1}{2} \omega_1'' \partial_x^2, \]
\[ A_2 = -2\lambda^2 - iV \partial_x - \Omega + \frac{1}{2} \omega_2'' \partial_x^2, \]
must be sign (negative or positive) definite to provide exponentially decreasing behavior at infinity. Physically, this requirement means absence of Cherenkov radiation by solitons. Indeed, the condition on the signature of the operators is more restrictive: the operators \( A_1 \) and \( A_2 \) must be simultaneously negative (or positive) definite. This follows from the two integral relations which can be obtained from the variational principle (6.12) and directly from the stationary equations
(6.10) and (6.11) after multiplying the first equation by $\psi_1^*$, the second one by $2\psi_2^*$, with summation of the obtained results, followed by their integration over $x$ (for details, see [47]).

In the case when the operators are negative definite, the following conditions must be fulfilled:

\begin{align}
\omega''_{1,2} &> 0, \\
-\lambda^2 + \frac{1}{2} \frac{V^2}{\omega_1} &< 0, \\
2\lambda^2 - \Omega + \frac{1}{2} \frac{V^2}{\omega_2} &< 0.
\end{align}

(6.13)–(6.15) These requirements guarantee absence of Cherenkov radiation by stationary propagating solitons (for details, see papers [22,23]).

The conditions (6.13)–(6.15) define the region of parameters where soliton solutions are possible. To find this region it is convenient to introduce instead of $\lambda^2$ a new quantity $\Lambda^2 = \lambda^2 - p_1V^2/2$ which in accordance with (6.14) has to be a positive quantity. As a result, the last inequality (6.15) reads as

\begin{equation}
2\Lambda^2 + (2p_1 - p_2)\frac{V^2}{2} + \Omega > 0.
\end{equation}

(6.16)

Depending on the signs of $\kappa = 2p_1 - p_2$ and $\Omega$ we have four possibilities:

1. $\kappa > 0$, $\Omega > 0$. In this case the inequality (6.16) is satisfied automatically. The allowed region for the soliton parameters is the quarter-plane $\Lambda^2 > 0$, $V^2 \geq 0$.

2. $\kappa > 0$, $\Omega < 0$. The allowed region for the soliton parameters is the quarter-plane $\Lambda^2 > 0$ and $V^2 \geq 0$ except the triangular region near origin bounded by the straight line $2\Lambda^2 + \kappa V^2/2 = |\Omega|$.

3. $\kappa < 0$, $\Omega > 0$. The allowed region for the parameters is the quarter-plane $\Lambda^2 > 0$ and $V^2 \geq 0$ except the region below the straight line $2\Lambda^2 = |\kappa|V^2/2 - \Omega$.

4. $\kappa < 0$, $\Omega < 0$. The allowed region is the quarter-plane $\Lambda^2 > 0$ and $V^2 \geq 0$ except the region below the straight line $2\Lambda^2 = |\kappa|V^2/2 + |\Omega|$. In this case $\Lambda^2$ cannot reach zero value.

It is interesting to note that $\kappa = 0$ recovers Galilean invariance of the Eqs. (6.2), (6.3). In this case both criteria (6.13) and (6.16) when expressed through $\Lambda^2$ do not contain the velocity:

\begin{equation}
\Lambda^2 > 0, \quad 2\Lambda^2 + \Omega > 0.
\end{equation}

(6.17)

6.2. Solitons

Next we shall analyze the soliton solutions which are defined from the system (6.10), (6.11). By the transformation,

\[ \psi_1 \rightarrow \psi_1 e^{ip_1|x|}, \quad \psi_2 \rightarrow \psi_2 e^{ip_2|x|}, \]

and rescaling the amplitudes $\psi_i$, this system can be rewritten as follows:

\begin{align}
-\Lambda^2_1 \psi_1 - \partial^2_x \psi_1 &+ 2(\partial_x \psi_1) = -2\psi_2 \psi_1^*, \\
-\Lambda^2_2 \psi_2 - (\partial_x - ik)^2 \psi_2 &+ \psi_1^2 = -\psi^2_1
\end{align}

(6.17)–(6.18)

where $k = \kappa V$ and

\[ \Lambda^2_1 = 2p_1\Lambda^2, \quad \Lambda^2_2 = 2p_2(2\Lambda^2 + \kappa V^2/2 + \Omega). \]

The ordinary differential equations (6.17) and (6.18) have two integrals. The first is

\[ \psi_1^* \psi_1 - \psi_1 \psi_1^* + 2(\psi_2^* \psi_2 - \psi_2 \psi_2^*) - 4ik|\psi_2|^2 = M, \]

which has a meaning of “angular momentum” for the system (6.17), (6.18). Another integral, “energy”, is:

\[ |\psi_1^*|^2 + |\psi_1|^2 - \Lambda^2_1 |\psi_1|^2 - (\Lambda^2_2 + k^2) |\psi_2|^2 + \psi_1^2 \psi_1^* + \psi_2 \psi_2^* = E. \]

(6.19)–(6.20)

For a soliton solution ($\psi_{1,2} \rightarrow 0$ as $|x| \rightarrow \infty$) both integrals are equal to zero. Here we have two cases $k = 0$ and $k \neq 0$. In the first case a soliton solution can be taken purely real and so the first integral becomes equal to zero identically. Thus, in this case only the “energy” integral survives, which can be used to reduce the order of the system of ordinary differential equations. In the second case the solution remains complex.

It is worth noting that the conditions (6.13)–(6.15) for localized solutions of the system (6.17), (6.18) correspond simply to the positivity of $\Lambda^2_1$ and $\Lambda^2_2$. Thus, the boundary of the soliton parameter region is given by the two equations $\Lambda^2_1 = 0$ (when $\Lambda^2_2 > 0$) and $\Lambda^2_2 = 0$ (when $\Lambda^2_1 > 0$). Accordingly, we have two variants of soliton degeneracy.
Fig. 12. The dependence of $N$ on $\Lambda_1$ for the case $k = 0$ and $\Lambda_2^2 = 1$ (near the supercritical bifurcation boundary). The straight (dashed) line corresponds to the analytical result (6.23).

6.3. Supercritical bifurcations

Consider first how the soliton family looks like near the parameter boundary $\Lambda_2^2 = 0$ (when $\Lambda_2^2 > 0$). First, note that in Eq. (6.17) $\psi_1$ near this boundary changes on the scale $l \sim 1/\Lambda_1$. In this limit the wave function $\psi_2$ has the same characteristic scale, i.e., $l \sim 1/\Lambda_1$. Therefore in Eq. (6.18) we can neglect the derivatives and, as a result, obtain a local relation between $\psi_1$ and $\psi_2$:

$$(A_2^2 + k^2)\psi_2 = \psi_1^2.$$ 

Substitution of this expression into (6.17) leads to the stationary nonlinear Schrödinger equation (NLS):

$$-\Lambda_1^2 \psi_1 + \psi_1^2 + \frac{2}{A_2^2 + k^2} |\psi_1|^2 \psi_1 = 0.$$ 

(6.21)

Its solution is the NLS soliton:

$$\psi_1 = \frac{\Lambda_1}{\sqrt{A_2^2 + k^2}} \text{sech}(\Lambda_1 x).$$ 

(6.22)

In this case the second harmonic amplitude is given by the expression

$$\psi_2 = \frac{\Lambda_2^2}{(A_2^2 + k^2)^2} \text{sech}^2(\Lambda_1 x).$$

In this asymptotic regime, the main contribution in the Manley–Rowe integral is given by the first harmonic (6.22):

$$N \approx \frac{2\Lambda_1}{A_2^2 + k^2}.$$ 

(6.23)

In Fig. 12 we show the dependence of the Manley–Rowe integral $N$ on $\Lambda_1$ for the case $k = 0$ and $\Lambda_2^2 = 1$, obtained by numerical integration of the system (6.17), (6.18).

For small $\Lambda_1 N$ changes linearly in accordance with the analytical dependence (6.23). For larger $\Lambda_1$ we have a positive deviation from this linear dependence. In all our numerical work we also checked that for $\Lambda_2^2 < 0$, as well as for $\Lambda_1^2 < 0$, soliton solutions are absent, which is in complete agreement with the definition of the soliton region given by (6.13)–(6.15).

Thus, while approaching the boundary $\Lambda_2^2 = 0$ the first harmonic amplitude undergoes a supercritical bifurcation: $\max |\psi_1| \sim \Lambda_1$ and $\psi_2$ vanishes like $\Lambda_1^2$. For $\Lambda_1^2 < 0$ Eq. (6.21) has no localized solution at all. Note that this case is completely embedded in the general situation for this type of bifurcations of solitons (cf. [22,23]).

To conclude this subsection, we would like to point out that the reduction of the FF–SH system to the NLS was first obtained in the paper [25] at the case when the phase mismatch parameter is large enough. Later it was discussed in many other papers (see, for instance, the paper [99] and the review [100]).

6.4. Subcritical bifurcations

Consider now how solitons behave near the other boundary $\Lambda_2^2 = 0$ (when $\Lambda_1^2$ and $k$ are not equal to zero). In the special case $k = 0$ the system (6.17), (6.18) takes the form:
\[-\Lambda_1^2 \psi_1 + \partial_x^2 \psi_1 = -2 \psi_2 \psi_1, \tag{6.24}\]
\[-\Lambda_2^2 \psi_2 + \partial_x^2 \psi_2 = -\psi_1^2. \tag{6.25}\]

Here without lose of generality we put \( \psi_1 = \psi_1^* \) so that Eq. (6.24) transforms into the stationary Schrödinger equation for \( \psi_1 \) and \( U(x) = 2 \psi_2(x) \) there serves as a potential. The latter quantity is found from the second Eq. (6.25) by means of a Green's function:

\[ \psi_2 = \frac{1}{2 \Lambda_2} \int_{-\infty}^{\infty} e^{-\Lambda_2 |x-x'|} \psi_1^2(x') dx'. \tag{6.26}\]

Thus one can see that \( \psi_2(x) \) decreases exponentially for large \( x \) and the small parameter \( \Lambda_2 \) defines the largest scale \( L = \Lambda_2^{-1} \) in this problem:

\[ \psi_2 \approx \frac{e^{-\Lambda_2 |x|}}{2 \Lambda_2} \int_{-\infty}^{\infty} \psi_1^2(x') dx' \quad \text{for} \ |x| \sim L. \tag{6.27}\]

On the other hand, in the stationary Schrödinger equation (6.24) the value \( \Lambda_1^2 \) can be considered as the energy of the bound state and will yield the smallest scale \( l = \Lambda_1^{-1} \ll L \) in this problem. Further, as we show below, the characteristic scale \( a \) of \( \psi_1(x) \) lies between \( l \) and \( L \):

\[ L \gg a \gg l. \tag{6.28}\]

This allows one to neglect the second derivative term in (6.24) and so estimate the maximum value of \( \psi_2 \) (attained at \( x = 0 \)):

\[ \max(\psi_2) \approx \Lambda_2^2/2. \tag{6.29}\]

Comparing (6.27) and (6.29) we arrive at the following estimate for the integral

\[ \int_{-\infty}^{\infty} \psi_1^2 dx \approx \Lambda_1^2 A_2. \]

Thus, this integral vanishes as \( A_2 \to 0 \). At the same time the integral of \( \psi_2^2 \) becomes infinitely large: the maximum value remains constant and the characteristic scale becomes infinite as \( A_2 \) tends to zero. By this argument, the corresponding Manley–Rowe integral will diverge as

\[ N \approx 2 \int \psi_2^2 dx \approx \frac{\Lambda_1^4}{2A_2}. \tag{6.30}\]

The main contribution to this integral is given by the second harmonic, and correspondingly the contribution from the first harmonic is small.

Let us next consider the behavior of \( \psi_1(x) \). To estimate its amplitude and to find its characteristic size we shall assume that

\[ \psi_1(x) = A \phi_1(\xi), \quad \text{where} \quad \xi = \alpha x \quad \text{and} \quad \alpha = \frac{1}{a}. \tag{6.31}\]

Substituting (6.31) into the integral (6.26) and taking into account the relations between the scales (6.28) we find that

\[ \psi_2 \approx \frac{A^2 C_0}{2a \Lambda_2} \exp(-A_2 |\xi|) + \frac{A^2}{\alpha^2} \phi_2(\xi), \quad \text{where} \quad C_0 = \int_{-\infty}^{\infty} \phi_1^2(\xi) d\xi \quad \text{and} \quad \phi_{2\xi\xi} \approx -\phi_1^2. \]

For large \( |x| (\sim L) \), this expression has the same asymptotic behavior as (6.27). For small \( |x| \sim a \) the first term can be expanded so that the potential \( U = 2 \psi_2 \) can be represented as follows

\[ U(x) = U_0 + \frac{A^2}{\alpha^2} V(\xi), \]

where

\[ U_0 = \frac{A^2 C_0}{\alpha \Lambda_2}, \quad \text{and} \quad V(\xi) = [-|\xi| + 2\phi_2(\xi)]. \]

Here \( U_0 \) gives the constant background and the potential \( V(\xi) \ll U_0 \) provides the bound state for \( \psi_1 \). In this case \( U_0 \) is approximately equal to \( \Lambda_1^2 \) which coincides with (6.29) for the maximum value of \( \psi_2 \). The small difference between \( \Lambda_1^2 \) and \( 2 \max(\psi_2) \) is just \( \alpha^2 \), so that:

\[ \Lambda_1^2 = \frac{A^2 C_0}{\alpha \Lambda_2} + \alpha^2, \quad \text{and} \quad A^2 = \alpha^4. \]
As a result, for these scales Eq. (6.24) takes the form:
\[ -\phi_1 + \delta_0^2 \phi_1 + V(\xi)\phi_1 = 0. \]

We now see that the scaling of the small parameters yields the relations:
\[ \frac{A^2 C_0}{a} \approx \Lambda_1^2 A_2, \]
from which it follows that:
\[ C_0 a^{-3} \approx \Lambda_1^2 A_2, \]
and the amplitude of \( \psi_1 \) is of the order:
\[ A \approx \frac{\Lambda_1^{4/3} A_2^{2/3}}{C_0^{2/3}}. \]

Thus, we have shown that for the case \( k = 0 \) the amplitude of the second harmonic (SH) remains constant at the bifurcation point, but its size becomes infinitely large. In contrast to SH, the FF amplitude vanishes as \( \Lambda_2^{2/3} \), but its size grows as \( \Lambda_2^{-1/3} \).

This means that we have in this case a subcritical bifurcation.

In spite of this behavior for \( \psi_1 \), the main contribution to the Manley–Rowe integral comes from the SH, since the input from the FF is small. This statement holds also at \( k \neq 0 \). To establish this fact it is not necessary to know the solution for \( \psi_1 \), it is enough to estimate contributions from the FF and SH in the Manley–Rowe integral.

At \( k \neq 0 \) it is possible to arrive almost at the same conclusion as for \( k = 0 \).

Assuming that the amplitude \( \psi_1 \) has a characteristic scale larger than \( \Lambda_1^{-1} \) and \( k^{-1} \), one can get an estimate for \( \psi_2 \) at \( x = 0 \) (analogous to (6.29)):
\[ \max |\psi_2| \approx (\Lambda_1^2 + k^2 / 4)^{1/2}, \]
so that it remains finite at \( \Lambda_2 = 0 \). As in the case \( k = 0 \), the characteristic size of \( |\psi_2| \) grows like \( \Lambda_2^{-1} \). From this point of view, the type of bifurcation remains the same as it was at \( k = 0 \): this is the subcritical bifurcation. As far as \( \psi_1 \) is concerned, its contribution to the Manley–Rowe integral becomes infinitely small with respect to that from SH:
\[ \int |\psi_1| dx \sim \Lambda_2. \]

This follows from comparison of Eq. (6.27) at \( x = 0 \) and Eq. (6.33). The latter indicates that the FF amplitude must vanish at \( \Lambda_2 = 0 \).

Thus, for both cases \( k = 0 \) and \( k \neq 0 \) the Manley–Rowe integral diverges like \( 1/\Lambda_2 \) for small \( \Lambda_2 \):
\[ N \approx 2 \int |\psi_2|^2 dx \sim 1/\Lambda_2. \]

Thus, the function \( N(\Lambda_2) \) has a negative derivative near \( \Lambda_2 = 0 \), which, due to the VK type criterion (see the next section and [47]), corresponds to instability of solitons. At \( k = 0 \) it is possible to prove. For \( k \neq 0 \) it is an open problem, but it looks very reasonable to expect instability also in this case because the instability holds for small \( k \).

In Fig. 13 we show the dependence of \( N \) on \( \Lambda_2 \) for the case \( \Lambda_1^2 = \Lambda_2^2 + 1 \) and \( k = 0 \), obtained from our numerical solutions. It was found that such behavior of \( N \) with respect to \( \Lambda_2 \) is typical for all cases including \( k = 0 \): for small values of \( \Lambda_2 N \) diverges, for intermediate values it has a minimum at \( \Lambda_2 = \Lambda_{2\text{min}} \) and grows for larger \( \Lambda_2 \). When \( N \rightarrow \infty \) as \( \Lambda_2 \rightarrow 0 \), the dependence \( N(\Lambda_2) \) can be approximated by the function
\[ f(\Lambda_2) = \frac{a}{\Lambda_2} + b \]
where for \( \Lambda_1^2 = 1 + \Lambda_2^2 \) and \( k = 0 \), \( a = 0.537 \), \( b = 3.33 \). So we can see a nice correspondence with theoretical formula (6.30) where \( a = 1/2 \).

In Fig. 14 we show the dependence of \( N(\Lambda_2) \) for this case, where the dashed line corresponds to the approximation (6.34). The same dependence \( N(\Lambda_2) \) is displayed on Fig. 15 for \( k = 1 \) with the same value of \( \Lambda_1 = 1 \) (in this case \( a = 0.763 \) and \( b = 4.299 \)).

As \( \Lambda_2 \rightarrow 0 \) our numerics demonstrate that the maximum amplitude of the second harmonic tends to a constant (Fig. 16) but its width grows (Fig. 17) which causes the divergence of \( N \) for small \( \Lambda_2 \). Simultaneously the first harmonic amplitude vanishes and its width increases slightly as \( \Lambda_2 \) approaches zero (see also Fig. 18). We note that such a tendency was also observed numerically in [101] for the FF–SH solitons in one particular case, but the authors did not give any explanation of this fact. As a result, the contribution of the first harmonic to \( N \) becomes small compared with that from the second harmonic.

Thus, the function \( N(\Lambda_2) \) for the soliton solution has a negative derivative in the band \( 0 < \Lambda_2 < \Lambda_{2\text{min}} \) where, according to the VK type criterion [47], the considered soliton solutions should be expected to be unstable against small perturbations. It
Fig. 13. The dependence $N$ on $\Lambda_2$ for the case $\Lambda_1^2 = \Lambda_2^2 + 1$ and $k = 1$. $\Lambda_2 = 0$ corresponds to the subcritical bifurcation point.

Fig. 14. The curve $N(\Lambda_2)$ for $\Lambda_1^2 = \Lambda_2^2 + 1$ and $k = 0$ near the subcritical bifurcation boundary ($\Lambda_2 = 0$); the dashed line displays the approximation $f(\Lambda_2)$ with $a = 0.537$ and $b = 3.333$.

Fig. 15. The curve $N(\Lambda_2)$ for $\Lambda_1 = 1$ and $k = 1$ near the subcritical bifurcation boundary ($\Lambda_2 = 0$); the dashed line corresponds to the approximation $f(\Lambda_2)$ with $a = 0.7630$ and $b = 4.299$. 
can be proved rigorously for $k = 0$. For $\Lambda_2 > \Lambda_{2\text{min}}$ the sign of the derivative changes and therefore we should expect a stable soliton branch. However, the VK criterion cannot be applied to this case. It is connected with very fine details in the proof for the VK type criteria (for details see [47]). For the NLS case the proof is based on use of the oscillation theorem for scalar Schrödinger operators, which appear after linearization of the NLS on the background of the soliton. However, for the linear stability problem for the FF–SH solitons, instead of scalar operators, we have a matrix ($2 \times 2$) Schrödinger operators for which the oscillation theorem does not hold. Recall that the oscillation theorem for the scalar Schrödinger operator establishes a correspondence between a number of nodes of the wave function and a level number. Therefore the VK type criterion, being a sufficient criterion for instability, cannot be used for stability. Thus we can expect instability for the region of the negative derivative of $N(\Lambda_2^2)$. In the region of positive derivative, nevertheless, one can make a conclusion about stability by using a combination of the (incomplete) VK criterion and the Lyapunov approach. As first shown in [26] (for details see also [47]) the Hamiltonian of the FF–SH system is bounded from below for a fixed Manley–Rowe integral. A key point for stability is to consider the dependence $H(N, P)$ for soliton solutions. If this dependence is monotonic and unique then the soliton solution will be stable. Indeed, the boundedness of the Hamiltonian from below means that solutions realizing its minimum will be stable in accordance with the Lyapunov theorem. In the case of a unique surface $H(N, P)$ this minimizer will belong to this surface. Strictly speaking, the latter needs also compactness of the considered functionals, which can be proved by standard methods for such systems. If the function $H(N, P)$ is not monotonic, then there exist several branches for fixed $N$ and $P$, i.e. $H = H(N, P)$ represents a set of separate surfaces. Then the solitons from the lower branch, or from the lower surface, will be stable only in the Lyapunov sense.

As for the stability of solitons near a supercritical bifurcation, this problem has some peculiarities. As shown before the soliton family near the boundary $\Lambda_1 = 0$ transforms into NLS solitons, generally speaking, independently of the problem dimension. In this case the most dangerous perturbations will be disturbances of the modulation type. Their dynamics will be described by the time-dependent nonlinear Schrödinger equation. It we saw above (see, e.f., [38]) that only
The functions $|\psi_1(x)|$ and $|\psi_2(x)|$ near the subcritical bifurcation boundary ($\Lambda_1^2 = \Lambda_2^2 + 1$ and $k = 1$). Solid line is $\Lambda_2 = 0.1$ and the dashed line $\Lambda_2 = 0.5$.

one-dimensional solitons are stable with respect to perturbations with the same dimension. For instance, the solutions (6.22) will be stable with respect to one-dimensional modulation perturbations, guaranteed, in particular, by the criterion (4.33). Thus, in the one-dimensional case the soliton boundary in the parameter space coincides with the stability boundary. However, for dimensions $D \geq 2$ the NLS solitons are unstable (see Section 4). From another perspective, the boundedness of the Hamiltonian for fixed $N$ provides stability of solitons realizing the minimum of $H$. This means that for $D \geq 2$, in the parameter space the stability region is separated from the soliton boundary.

6.5. Concluding remarks

It is necessary to emphasize that the results presented in this section about the behavior of solitons near both the supercritical and subcritical bifurcations are in complete agreement with a general theory given in Sections 4 and 5. It is interesting to note that if the phase mismatch parameter $\Omega$ is negative for stationary solitons ($V = 0$) only the supercritical bifurcation is possible; the subcritical bifurcation is forbidden. For propagating solitons we have another possibility. For instance, if

$$\left(1 - \frac{\kappa}{2}\right)V^2 + \Omega < 0$$

which can be satisfied if

$$\kappa < 0, \quad \text{or} \quad p_2 > 2p_1$$

(6.35)

and then necessarily $\Omega < 0$, the only possible bifurcation is the subcritical one. Note, that equality in (6.35) recovers the Galilean invariance of the FF–SH system. Thus, the soliton family significantly depends on the phase mismatch $\Omega$ and $\kappa$ (i.e. $p_2 - 2p_1$) with a large asymmetry with respect to these parameters. The latter will be interesting to observe experimentally, for instance, in nonlinear optics.
We would like to underline once more that the results of this section can be easily extended to the multi-dimensional case. In particular, the main conclusion about the character of solitons near subcritical and supercritical bifurcations holds in the multi-dimensional case. For a dimension $D \geq 2$ solitons near a supercritical bifurcation for the FF amplitude will coincide with $D$-dimensional NLS solitons, and the SH amplitude will be proportional to square of the FF amplitude as it is in 1D case. When approaching a subcritical bifurcation point in the multi-dimensional case, the Manley–Rowe integral diverges which results in instability of solitons.

7. Stability of the NLS type solitons

The main aim of this section is to demonstrate how two methods discussed in the previous sections, i.e. the Lyapunov approach and linear stability analysis, can be applied to investigating the stability of solitons in the three-wave system.

As was mentioned, the three-wave system describes spatial solitons as well as spatial–temporal solitons in $\chi^{(3)}$ media [24,25]. This system couples amplitudes of three quasi-monochromatic waves due to quadratic nonlinearity. As we saw in the previous section in a special case this system describes the interaction of fundamental and second harmonics. When the difference in group velocities of three wave packets is large enough this system coincides with the Bloembergen equations [24] which can be integrated by the inverse scattering transform [98,12]. For close group velocities in the system one needs to take into account both dispersion and diffraction terms [25,26]. In this case this model can be considered as a vector NLS system but with quadratic nonlinearity. Solitons in this system are possible as a result of a balance between nonlinear interaction and dispersive effects. For this system soliton solutions are stationary points of the Hamiltonian, for fixed momentum and the Manley–Rowe integrals. In this section we give the proof of the Lyapunov stability of such ground solitons based on the Sobolev embedding theorem. This proof [47] generalizes all results about application of this approach to the three-wave system starting from the first results obtained by Kanashiev and Rubenchik [26] and those obtained later by Turitsyn [102] and Berge et al. [103]. The linear stability criterion given in this section is also the generalization of the VK criterion. We would like to remind that the crucial point in its derivation for the NLSE solitons is based on the oscillation theorem for the stationary Schrödinger operator. This theorem establishes the one-to-one correspondence between a level number and a number of nodes of the eigenfunction. As well known, this theorem is valid only for scalar (one-component) Schrödinger operators and cannot be extended, for example, to the analogous matrix operators. This means that the Vakhitov–Kolokolov type of criteria, as a rule, define only sufficient conditions for soliton instability and cannot necessarily determine the stability of solitons. For three-wave system the linearized operator represents a product of two $(3 \times 3)$-matrix Schrödinger operators to which the oscillation theorem cannot be applied. We discuss this situation in detail for solitons describing a bound state of the fundamental frequency and its second harmonics.

7.1. The three-wave system

Consider the three-wave system, written in the form (see, for instance, [26,33]):

\[
\begin{align*}
\frac{i}{\partial t} \psi_1 &= \omega_1 \psi_1 + i(\mathbf{v}_1 \nabla) \psi_1 + \frac{1}{2} \omega_1^\alpha \omega_2^\beta \partial_{\alpha \beta} \psi_1 = V \psi_2 \psi_3, \quad (7.1) \\
\frac{i}{\partial t} \psi_2 &= \omega_2 \psi_2 + i(\mathbf{v}_2 \nabla) \psi_2 + \frac{1}{2} \omega_2^\alpha \omega_3^\beta \partial_{\alpha \beta} \psi_2 = V \psi_1 \psi_3, \quad (7.2) \\
\frac{i}{\partial t} \psi_3 &= \omega_3 \psi_3 + i(\mathbf{v}_3 \nabla) \psi_3 + \frac{1}{2} \omega_3^\alpha \omega_2^\beta \partial_{\alpha \beta} \psi_3 = V \psi_1 \psi_2. \quad (7.3)
\end{align*}
\]

Here $\psi_i(\mathbf{x}, t) \ (i = 1, 2, 3)$ are amplitudes of three wave packets, slowly varying with respect to $\mathbf{x}$, so that values of their wave vectors $\mathbf{k}_i$ satisfy restrictions $\mathbf{k} \cdot \mathbf{l}_i \gg 1$ where $\mathbf{l}_i$ is a characteristic size of $i$th packet. The frequencies $\omega_i = \omega_i(\mathbf{k}_i)$ are supposed to be close to the resonance condition:

\[
\omega_1(\mathbf{k}_1) = \omega_2(\mathbf{k}_2) + \omega_3(\mathbf{k}_3), \quad (7.4)
\]

\[
\mathbf{k}_1 = \mathbf{k}_2 + \mathbf{k}_3. \quad (7.5)
\]

$\mathbf{v}_l = \partial \omega_l(\mathbf{k}_l)/\partial \mathbf{k}_l$ is the group velocity for the $l$th packet,

\[
\omega_i^\alpha \beta = \frac{\partial^2 \omega_i(\mathbf{k}_i)}{\partial k_{i\alpha} \partial k_{i\beta}}
\]

is the dispersion tensor, and $V$ is a three-wave matrix element which can be taken as real, without loss of generality. Like the NLSE, this system is Hamiltonian

\[
\frac{i}{\partial t} \psi_i = \frac{\delta H}{\delta \psi_i^*},
\]
where
\[
H = H_0 + H_1,
\]
\[
H_0 = \sum_{i=1}^{3} \left( \int \omega_i |\psi_i|^2 d\mathbf{r} - i \int \psi_i^* (v_i \nabla) \psi_i d\mathbf{r} + \frac{1}{2} \int \nabla_a \psi_i^* \omega_i^{a\beta} \nabla_\beta \psi_i d\mathbf{r} \right),
\]
\[
H_1 = V \int (\psi_1 \psi_2^* \psi_3^* + \psi_1^* \psi_2 \psi_3) d\mathbf{r}.
\] (7.6)

Here the Hamiltonian \(H_0\) relates to the linear characteristics of the three wave packets: the first term in (7.6) is the main contribution to their energy, the next term describes propagation of the wave packets with the group velocities \(v_i\), while the last term accounts for the effect of the finite width \(\Delta k_i\) of each wave packet, responsible for their dispersion broadening. It is worth noting that the dispersion term is small compared with respect to the second one through the parameter \(\Delta k_i/k_i\).

Therefore it is necessary to take this term into account only if the difference in the group velocities is small enough.

If the carrier frequencies \(\omega_i\) and wave vectors \(\mathbf{k}_i\) satisfy exactly the resonant conditions (7.4) then the terms proportional to \(\omega_i\) can be excluded by the transformation: \(\psi_i \rightarrow \psi_i \exp(-i\omega_0 t)\).

In the 1D case the general system (7.1)–(7.3) can be simplified. By introducing new variables
\[
\psi_i = \tilde{\psi}_i(x - vt, t) e^{i\kappa_i x}, \quad \kappa_1 = \kappa_2 + \kappa_3,
\] (7.8)
one can exclude the first derivatives in the equations if one chooses the velocity \(v\) and wave numbers \(\kappa_i\) as follows\(^2\)
\[
v = \frac{v_1 d_1 - v_2 d_2 - v_3 d_3}{d_1 - d_2 - d_3}, \quad \kappa_i = d_i (v - v_i), \quad d_i = \frac{1}{\omega_i^2}.
\] (7.9)

As a result, in the 1D case the system (7.1)–(7.3) takes the form (tilde above \(\psi_i\) is omitted and \(V\) is put equal to \(-1\)):
\[
i \frac{\partial \tilde{\psi}_1}{\partial t} - \Omega_1 \tilde{\psi}_1 + \frac{1}{2} \omega_1 \tilde{\psi}_1_{1xx} = -\psi_2 \psi_3, \]
\[
i \frac{\partial \tilde{\psi}_2}{\partial t} - \Omega_2 \tilde{\psi}_2 + \frac{1}{2} \omega_2 \tilde{\psi}_2_{2xx} = -\psi_1 \psi_3^*, \]
\[
i \frac{\partial \tilde{\psi}_3}{\partial t} - \Omega_3 \tilde{\psi}_3 + \frac{1}{2} \omega_3 \tilde{\psi}_3_{3xx} = -\psi_1^* \psi_2^*. \] (7.10)

where
\[
\Omega_i = \omega_i + \kappa_i v_i + \omega_i^* \kappa_i^2 / 2.
\] (7.13)

Here, as before, the new frequencies are close to resonance:
\[
\Omega_1 \approx \Omega_2 + \Omega_3
\]
or, in other words, the mismatch is assumed to be small enough.

At the next step \(\Omega_2\) and \(\Omega_3\) are excluded with the help of the transformation:
\[
\psi_1(x, t) \rightarrow \psi_1(x, t) e^{-i(\Omega_2 + \Omega_3) t}, \quad \psi_2(x, t) \rightarrow \psi_2(x, t) e^{-i\Omega_2 t}, \quad \psi_3(x, t) \rightarrow \psi_3(x, t) e^{-i\Omega_3 t}.
\]

As a result, the Eqs. (7.10)–(7.12) take the form
\[
i \frac{\partial \tilde{\psi}_1}{\partial t} - \Omega \tilde{\psi}_1 + \frac{1}{2} \omega_1 \tilde{\psi}_1_{1xx} = -\psi_2 \psi_3, \]
\[
i \frac{\partial \tilde{\psi}_2}{\partial t} + \frac{1}{2} \omega_2 \tilde{\psi}_2_{2xx} = -\psi_1 \psi_3^*, \]
\[
i \frac{\partial \tilde{\psi}_3}{\partial t} + \frac{1}{2} \omega_3 \tilde{\psi}_3_{3xx} = -\psi_1^* \psi_2^*. \] (7.14)

where \(\Omega = \Omega_1 - \Omega_2 - \Omega_3\) is the phase mismatch characterizing how far the carrying frequencies of the three wave packets are from the resonance (7.4).

The resulting system (7.14)–(7.16) keeps a Hamiltonian structure. A new Hamiltonian is of the form
\[
H = \int \Omega |\psi_1|^2 dx + \sum_i \int \frac{1}{2} \omega_i |\psi_i|^2 dx - \int (\psi_1^* \psi_2 \psi_3 + c.c.) dx.
\] (7.17)

\(^2\) When \(d_1 = d_2 + d_3\) the equations become invariant relative to the Galilean transformations.
Besides $H$, the system (as well as the old one) has two other conservative quantities, the so-called Manley–Row integrals,

$$
N_1 = \int (|\psi_1|^2 + |\psi_2|^2)dx, \quad N_2 = \int (|\psi_1|^2 + |\psi_3|^2)dx.
$$

These invariants appear as a sequence of the averaging procedure excluding all other non-resonant processes except three-wave interaction.

The three-wave system (7.14)–(7.16) in the partial case of the interaction of fundamental and second harmonics transforms into the system (6.2), (6.3) and, respectively, the Hamiltonian (6.5) transforms into (7.17)

For an arbitrary dimension $d$ all the above transformations for system (7.10)–(7.12) can be performed. In this case $\omega''_l \psi_{b_k}$ for both systems transforms into $\omega''_l \theta^\alpha_\beta \theta^\beta_\alpha \psi_l$, with a familiar change in all integrals of motion. In the transformations (7.9) instead of $d_l$ it is necessary to substitute the matrix inverse to $\omega''_l \theta^\alpha_\beta$, the velocities $v_l$ there have meaning of vectors.

These changes allow us to restrict our consideration to the one-dimensional three-wave system only. Some difference between one-dimensional and multi-dimensional cases is not too basic for this system, at least as far as soliton stability concerns.

7.2. Soliton solutions of the three-wave system

Consider soliton-like solutions of the system (7.14)–(7.16) in the form,

$$
\psi_1(x, t) = \psi_{1_l}(x)e^{i(\omega_1 + \omega_2)t},
\psi_2(x, t) = \psi_{2_l}(x)e^{i\omega_1 t},
\psi_3(x, t) = \psi_{3_l}(x)e^{-i\omega_2 t},
$$

where functions $\psi_{1_l}(x)$, $\psi_{2_l}(x)$, $\psi_{3_l}(x)$ are supposed to be real and decay at the infinity. They obey the equations:

$$
L_1 \psi_{1_l} = -\omega''_1 \psi_{3_l}, \quad L_1 = -(\lambda_1 + \lambda_2 + \Omega) + \frac{1}{2} \omega''_1 \theta^\alpha_\beta \theta^\beta_\alpha;
$$

$$
L_2 \psi_{2_l} = -\omega''_1 \psi_{3_l}, \quad L_2 = -(\lambda_1 + \lambda_2 + \Omega) + \frac{1}{2} \omega''_1 \theta^\alpha_\beta \theta^\beta_\alpha;
$$

$$
L_3 \psi_{3_l} = \psi_{1_l} + \psi_{2_l}, \quad L_2 = -(\lambda_1 + \lambda_2 + \Omega) + \frac{1}{2} \omega''_1 \theta^\alpha_\beta \theta^\beta_\alpha.
$$

The solutions to this system yield extremums of the Hamiltonian for two fixed Manley–Row invariants:

$$
\delta(H + \lambda_1 N_1 + \lambda_2 N_2) = 0,
$$

that is soliton solutions are stationary points of the Hamiltonian for fixed $N_{1,2}$.

Soliton solutions of this system will be exponentially decreasing at the infinity if simultaneously three inequalities are satisfied:

$$
\mu_1^2 \equiv d_1(\lambda_1 + \lambda_2 + \Omega) > 0, \quad \mu_2^2 \equiv d_2 \lambda_1 > 0, \quad \mu_3^2 \equiv d_3 \lambda_2 > 0.
$$

where $d_l = 1/\omega''_l$.

It is possible to come to the this result also if one analyzes integrals consisting of the Hamiltonian and $N_{1,2}$ on the soliton solution (for more details see the review [104]). For this purpose multiply Eq. (7.20) by $\psi_{1_l}$ and then integrate over $x$. As a result, one gets

$$
-(\lambda_1 + \lambda_2 + \Omega)n_1 + D_1 = -1.
$$

An analogous procedure applied to Eqs. (7.21) and (7.22) gives

$$
-\lambda_1 n_2 + D_2 = -1, \quad -\lambda_2 n_3 + D_3 = -1
$$

where

$$
n_l = \int |\psi_{b_k}|^2dx, \quad D_l = \frac{1}{2} \int \omega''_l \left| \frac{d\psi_{b_k}}{dx} \right|^2 dx, \quad I = \int \psi_{1_l} \psi_{2_l} \psi_{3_l} dx.
$$

These integral relations should be completed by the condition following from the variational problem (7.23) after applying scaling transformation to be remaining $N_{1,2}$:

$$
\psi_{b_k}(x) \to a^{-1/2} \psi_{b_k}(x/a).
$$
Under this transformation the Hamiltonian becomes a function of the scaling parameter \( a \):

\[
H(a) = \sum_i \int \left( \Omega_i |\psi_{i3}|^2 + \frac{1}{2a^2} \omega_i'' |\psi_{i3}|^2 \right) dx - \frac{2}{a^{1/2}} \int \psi_{i1} \psi_{i2} \psi_{i3} dx.
\]

By using both this relation and Eq. (7.23), one gets

\[
\frac{dH}{da} \bigg|_{a=1} = 0 \quad \text{or} \quad \sum_i \int \omega_i'' |\psi_{i3}|^2 dx - \int \psi_{i1} \psi_{i2} \psi_{i3} dx = 0. \tag{7.28}
\]

Combining the integral relations (7.25)–(7.28) and using the positive nature of \( n_i \) (by definition) we get to the conditions (7.24). Thus, it turns out that all operators \( I_i \) must simultaneously have the same sign definiteness. Note, that this latter requirement holds for all physical dimensions \( D \leq 3 \), and so the matrices \( \omega_i'' \) must also have the same sign definiteness.

7.3. Nonlinear stability

Next we demonstrate how Lyapunov stability can be established for solitons in this three-wave system. As for the NLS solitons, for demonstration of the Hamiltonian boundedness we used the embedding theorems. The difference with the NLS case, consists, first of all, in that, instead of one complex field \( \psi \), now we have three fields \( \psi_1, \psi_2, \psi_3 \), while, instead of cubic nonlinearity, we have a quadratic one. This means that one should consider two spaces \( L_{3,3} \) and \( W^3_2 \) with the norms

\[
\|u\|_{L_{3,3}} = \left[ \int (|\psi_1|^3 + |\psi_2|^3 + |\psi_3|^3) dx \right]^{1/3},
\]

\[
\|u\|_{W^3_2} = \left[ \tilde{\lambda}_1 \int (|\psi_1|^3 + |\psi_2|^3) dx + \tilde{\lambda}_2 \int (|\psi_1|^3 + |\psi_2|^3) dx + \frac{1}{2} \sum_i \int \partial_x \psi_i^* \omega_i'' \partial_x \psi_i dx \right]^{1/2},
\]

where \( \tilde{\lambda}_{1,2} > 0 \) and the tensors \( \omega_i'' \) are assumed positive definite. Then the Sobolev inequality reads as follows:

\[
\|u\|_{L_{3,3}} < M \|u\|_{W^3_2}. \tag{7.29}
\]

It is worth noting that between the norm \( \|u\|_{L_{3,3}} \) and the interaction Hamiltonian for the three-wave system, here is the following simple inequality:

\[
\|u\|_{L_{3,3}}^3 \geq \frac{3}{2} \int (\psi_1^* \psi_2 \psi_3 + c.c.) dx. \tag{7.30}
\]

A multiplicative variant for the Sobolev inequality (7.29) can be obtained by the same manner as for the NLSE. We present here only the analog of (6.28) for the one-dimensional case:

\[
J \leq M_i [\tilde{\lambda}_1 N_1 + \tilde{\lambda}_2 N_2]^{5/4} \lambda^{1/4}
\]

where

\[
J = \int (\psi_1^* \psi_2 \psi_3 + c.c.) dx, \quad I = \frac{1}{2} \sum_i \int \partial_x \psi_i^* \omega_i'' \partial_x \psi_i dx.
\]

In this expression \( \tilde{\lambda}_{1,2} \) are still arbitrary positive constants. By minimization over both these parameters we have

\[
J \leq C (N_1 N_2)^{5/8} \lambda^{1/4}. \tag{7.31}
\]

The next step is to find the best constant \( C \) as a minimal value of the corresponding functional

\[
C_{\text{best}} = \min_{|\psi|} F[|\psi|], \quad F = \frac{J}{(N_1 N_2)^{5/8} \lambda^{1/4}}.
\]

It is easy to check that this minimum is attained on the ground soliton solution, namely, on the solution of the system (7.20)–(7.22) without nodes:

\[
C_{\text{best}} = F[|\psi|]. \tag{7.32}
\]

Analogously to (2.31), with the help of the inequality (7.31) where instead of \( C \) stands the best constant (7.32), it is easy to get the estimate for the Hamiltonian (7.17) for the case when the phase mismatch is absent (\( \Theta = 0 \)):

\[
H \geq I - 2I^3/4 \lambda^{1/4} \geq H_i (\Theta = 0).
\]

\[\text{It is possible to show that for the ground soliton all functions } \psi_{\text{eq}} \text{ can be considered as positive quantities.}\]
This proves stability of the ground-state soliton in one dimension for a zero phase mismatch. Again, this inequality becomes precise for the soliton solution. By the same scheme stability of the ground-state solitons for all other physical dimensions can be proved.

Now consider how a finite phase mismatch effects soliton stability. The answer which will be obtained is that the Hamiltonian is always bounded from below, independently of both the value and the sign of \( \Omega \). Consider the Hamiltonian (7.17) in which it is convenient to separate the phase mismatch term:

\[
H = \Omega \int |\psi|^2 dx + \tilde{H}
\]

so that the remainder coincides with the Hamiltonian with \( \Omega = 0 \):

\[
\tilde{H} = \sum_l \int \frac{1}{2} \omega_l^2 |\psi_l|^2 dx - \int (\psi_1^* \psi_2 \psi_3 + c.c.) dx.
\]

There are two possibilities: \( \Omega > 0 \) and \( \Omega < 0 \). In the first case we have the following evident estimate:

\[
H \geq H(\Omega = 0).
\] (7.33)

Thus, the Hamiltonian is bounded from below by its value on the ground soliton solution with zero phase mismatch.

The second case gives

\[
H \geq H(\Omega = 0) - |\Omega| \int |\psi|^2 dx.
\] (7.34)

The integral \( \int |\psi|^2 dx \) is always bounded from above by \( \min(N_1, N_2) \). Therefore the estimate (7.34) can be written as follows

\[
H \geq H(\Omega = 0) - |\Omega| \min(N_1, N_2).
\] (7.35)

The resulting inequality completes the proof of Hamiltonian boundedness for an arbitrary phase mismatch. Importantly, this result takes place for all physical dimensions \( D \leq 3 \). In the general situation the Hamiltonian is majorized by its value with zeroth phase mismatch taken on the ground soliton solution and some additional term proportional to the minimal Manley–Row integral. The constant of proportionality is 0 or \( |\Omega| \).

The fact of the Hamiltonian boundedness for the three-wave system (7.1)–(7.3) was first demonstrated by Kanashev and Rubenchik [26] when the dispersive operators were there for an isotropic media. Later, Turitsyn [102] showed for the partial case — interaction between fundamental frequency (FF) and second harmonics (SH) — under assumption that the second-order operators in the system are Laplacians in each equation that for zero phase mismatch the Hamiltonian reaches its minimum at the ground-state soliton. Then, in the paper [103] the boundedness of the Hamiltonian for the FF–SH interaction was demonstrated in the presence of a nonzero phase mismatch. Here we gave the stability proof for ground solitons in the three-wave system in the general case for arbitrary dispersion tensors \( \omega_{\mu}^2 \) having the same sign definiteness, for instance, being positive. It should be noted also that both inequalities (7.33) and (7.35) demonstrate different criteria at \( \Omega > 0 \) and \( \Omega < 0 \), in the correspondence with the conditions (7.24) for soliton existence which are not symmetric under the change \( \Omega \to -\Omega \).

7.4. Linear stability for the system with FF–SH interaction

Let us turn to the linear stability problem for the solitons in the three-wave system. For the sake of simplicity we shall consider the partial case of the three-wave system, namely, the FF–SH interacting system (6.2), (6.3) and show how the VK type criterion can be obtained in this case.

Soliton solutions for the FF–SH interacting system are defined from the Eqs. (6.2), (6.3). They are of the form

\[
\psi_1(x, t) = \psi_{1s}(x)e^{i\alpha^2 t}, \quad \psi_2(x, t) = \psi_{2s}(x)e^{i2\alpha^2 t},
\]

where the amplitudes \( \psi_{1s} \) and \( \psi_{2s} \) satisfy the equations:

\[
-\lambda^2 \psi_1 + \frac{1}{2} \omega_1 \psi_1 = -2 \psi_2 \psi_1, \quad (7.36)
\]

\[
-2 \lambda^2 \psi_2 - \Omega \psi_2 + \frac{1}{2} \omega_2 \psi_2^2 = -\psi_1^2. \quad (7.37)
\]

Here the solution \( \psi_{1s} \) and \( \psi_{2s} \) are assumed to be real and without nodes, i.e. they can be regarded as a ground-state soliton, where the index \( s \) for \( \psi_{1s} \) and \( \psi_{2s} \) is temporarily omitted.

Consider small perturbations on the background of this soliton solution, putting

\[
\psi_1(x, t) = (\psi_{1s} + u_1 + iv_1)e^{i\alpha^2 t}, \quad \psi_2(x, t) = (\psi_{2s} + u_2 + iv_2)e^{i2\alpha^2 t}.
\]
Linearization of the system (6.2), (6.3) leads to the linear (Hamiltonian) equations:

\[ u_t = \frac{1}{2} \frac{\delta H}{\delta v}, \quad v_t = -\frac{1}{2} \frac{\delta H}{\delta u} \]  

(7.38)

where \( H \) is also the second variation of \( F = H + \lambda^2 N \).

\[ H = \langle v | L_0 | v \rangle + \langle u | L_1 | u \rangle. \]  

(7.39)

\( u \) and \( v \) are vectors with two components \( u_1, u_2 \) and \( v_1, v_2 \), respectively, and \( N \) is given by the expression (6.6). Now the second-order differential operators \( L_0 \) and \( L_1 \) are the \((2 \times 2)\)-matrix operators:

\[ L_{0,1} = \begin{pmatrix} \lambda^2 - \frac{1}{2} \omega^2 \partial_x^2 + 2\psi_2 & -2\psi_1 \\ -2\psi_1 & 2\lambda^2 - \frac{1}{2} \omega^2 \partial_x^2 - \Omega \end{pmatrix}. \]

Both operators remain self-adjoint. From the quantum mechanics point of view such operators correspond to the Schrödinger operators for a nonrelativistic particle with spin \( S = 1/2 \) moving in an inhomogeneous magnetic field. For such operators, as known, the oscillation theorem is not completely valid. The ground eigenfunction has no node, but correspondence between node number and level number is already absent. The lack of such correspondence, as will be seen below, does not allow us to make certain conclusions about soliton stability. The VK type criteria for this matrix system can give only sufficient conditions for instability. The same statement holds for the three-wave system.

As far as properties of the operators \( L_0 \) and \( L_1 \) are concerned, they are similar to those for the NLSE case. The operator \( L_0 \) is nonnegative. This follows if instead of \( v_1 \) and \( v_2 \) one introduces new functions \( \chi_1 \) and \( \chi_2 \) by means of the formulas

\[ v_1 = \psi_1 \chi_1, \quad v_2 = \psi_2 \chi_2. \]

As a result of such changes \( \langle v | L_0 | v \rangle \) can be rewritten as follows:

\[ \langle v | L_0 | v \rangle = \frac{1}{2} \int [\omega^2 \psi_1^2 \chi_1^2 + \omega^2 \psi_2^2 \chi_2^2] dx + \int \psi_1^2 \psi_2 (2 \chi_1 - \chi_2)^2 dx. \]

Hence the nonnegativeness of \( L_0 \) becomes evident and the ground-state eigenvector is simply defined:

\[ \chi_1 = c_1, \quad \chi_2 = c_2, \quad 2c_1 = c_2 \]

or

\[ v_0 = \begin{pmatrix} \psi_1 \\ 2\psi_2 \end{pmatrix}. \]

This eigenfunction, as for the NLSE case, provides conservation of \( N \) and consequently

\[ \delta N = 2 \int (\psi_1 u_1 + 2\psi_2 u_2) dx \equiv 2 \langle v_0 | u \rangle = 0. \]  

(7.40)

As for the NLSE this relation represents a solvability condition for the linear system (7.38).

The next analysis is closely analogous to that for the NLSE. It is necessary to consider the eigenvalue problem for the operator \( L_1 \):

\[ L_1 |\varphi\rangle = E |\varphi\rangle + C |\psi_0\rangle \]  

(7.41)

and then to expand \( |\varphi\rangle \) over the complete set of eigenfunctions \( \{|\varphi_n\rangle\} \) of the operator \( L_1 \). As a result, the solution of Eq. (7.41) is given by the expression:

\[ |\varphi\rangle = C \sum_{n} \frac{\langle \varphi_n | \langle \varphi_n | v_0 \rangle}{E_n - E} |\varphi_n\rangle. \]  

(7.42)

Analogously to (4.32), applying the solvability condition (7.40)–(7.42) leads us to the dispersion relation

\[ f(E) \equiv \sum_{n} \frac{\langle v_0 | \varphi_n \rangle \langle \varphi_n | v_0 \rangle}{E_n - E} = 0. \]  

(7.43)

A prime here means, as before, absence in the sum of the state with \( E = 0 \) because \( \langle \varphi_0 | v_0 \rangle = 0, L_1 \varphi_0 = 0 \) where

\[ \langle \varphi_0 | = \langle \psi_{1x}, \psi_{2x} \rangle. \]

Up to this point, everything looks similar to the NLSE case. The difference appears when we begin to analyze the function \( f(E) \). Now the oscillation theorem does not hold. This means that below the level \( E = 0 \) a few levels are possible. Therefore the
dispersion relation may have negative roots $E < 0$ independently on whether the derivative $\frac{\partial N_s}{\partial \lambda^2}$ is positive or negative. As a result, we can formulate only sufficient criterion for instability which has the same form as for the NLS solitons:

$$\frac{\partial N_s}{\partial \lambda^2} < 0.$$  \hfill (7.44) 

But we cannot say anything in general about stability. The stability criterion

$$\frac{\partial N_s}{\partial \lambda^2} > 0$$

holds only if below $E_0 = 0$ the operator $L_1$ has the only (ground) level, but it is not a generic case. Thus, the Vakhitov–Kolokolov type of stability criteria when applied to the vector models provides only sufficient conditions for instability of solitons.

Nevertheless, a combination of the (incomplete) Vakhitov–Kolokolov criterion and the Lyapunov approach can give a complete answer to the stability problem. At the end of this section we discuss such an example when based on this combined method, and with the help of numerical integration of the FF–SH interacting system (7.36), (7.37), it is possible to make more or less certain conclusion about soliton stability. The dependences of $H$ and $N$ (on 1D soliton solutions) found numerically in [27] as functions of $\lambda$ for $\Omega < 0$ show monotonic behavior: $N$ grows with increasing $\lambda$ but $H$ decreases. As a result, it was found that there is only a soliton branch with one-to-one dependence $H(N)$. For $\Omega > 0$, however, $N$ contains two branches. The first branch lies in the region $0 < \lambda < \lambda_{\text{min}}$. All of this branch will be unstable in accordance with the criterion (7.44). For $\lambda > \lambda_{\text{min}}$ $N$ grows monotonically but the linear criterion cannot be applied to this branch. However, the dependence of $H(\lambda)$ helps us to get a conclusion. This function has maximum at the point $\lambda = \lambda_{\text{min}}$, so that $H$ as a function of $N$ has at this point a cusp which separates two branches. The upper branch has larger values of $H$ than the lower branch. If one assumes that for this given interval of $N$ there are no other soliton solutions (numerically this is not too simple a task) then one can say that the lower branch represents a stable soliton family.

To conclude this section, it is worth noting that the linear stability criterion of the Vakhitov–Kolokolov type for these vector NLS systems can be considered only as a sufficient criterion for soliton instability. However, its combination with the Lyapunov approach represents a powerful tool for investigation of soliton stability. Another important point of this section is the embedding theorems which play a very essential role in proof of the Lyapunov stability for solitons. This method allows to demonstrate stability of solitons for the three-wave system. Although we have applied this approach to the 1D solitons, it can be successfully used in the general multi-dimensional case also. Let us recall, that, when we speak about $\chi^2$ media, we mean, first of all, crystals without reflection symmetry. Electromagnetic waves propagating in such crystals have anisotropic dispersion relation. This means, for instance, that in the general situation the dispersion tensors $\omega_{\alpha\beta}$ for each wave packet coupled by three-wave interaction cannot be reduced simultaneously to diagonal form. However, the method presented here does not require any diagonalization of the dispersion tensors, and the only condition needed is a sign definiteness of all dispersion tensors (simultaneous positiveness or negativeness). Only in such a case do solitons exist. Sign definiteness of dispersion tensors, in turn, permits to introduce the corresponding Sobolev space and then to get the desired integral estimates for the Hamiltonian. It is also important that solitons realizing minimum of the Hamiltonian establish their stability not only with respect to small perturbations, but also against the finite ones. In this sense the Lyapunov stability criterion is equivalent to an energy principle.
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