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SUMMARY

An accurate three-dimensional numerical model, applicable to strongly non-linear waves, is proposed.
The model solves fully non-linear potential flow equations with a free surface using a higher-order
three-dimensional boundary element method (BEM) and a mixed Eulerian–Lagrangian time updating,
based on second-order explicit Taylor series expansions with adaptive time steps. The model is applicable
to non-linear wave transformations from deep to shallow water over complex bottom topography up to
overturning and breaking. Arbitrary waves can be generated in the model, and reflective or absorbing
boundary conditions specified on lateral boundaries. In the BEM, boundary geometry and field variables
are represented by 16-node cubic ‘sliding’ quadrilateral elements, providing local inter-element continuity
of the first and second derivatives. Accurate and efficient numerical integrations are developed for these
elements. Discretized boundary conditions at intersections (corner/edges) between the free surface or the
bottom and lateral boundaries are well-posed in all cases of mixed boundary conditions. Higher-order
tangential derivatives, required for the time updating, are calculated in a local curvilinear co-ordinate
system, using 25-node ‘sliding’ fourth-order quadrilateral elements. Very high accuracy is achieved in the
model for mass and energy conservation. No smoothing of the solution is required, but regridding to a
higher resolution can be specified at any time over selected areas of the free surface. Applications are
presented for the propagation of numerically exact solitary waves. Model properties of accuracy and
convergence with a refined spatio-temporal discretization are assessed by propagating such a wave over
constant depth. The shoaling of solitary waves up to overturning is then calculated over a 1:15 plane
slope, and results show good agreement with a two-dimensional solution proposed earlier. Finally,
three-dimensional overturning waves are generated over a 1:15 sloping bottom having a ridge in the
middle, thus focusing wave energy. The node regridding method is used to refine the discretization
around the overturning wave. Convergence of the solution with grid size is also verified for this case.
Copyright © 2001 John Wiley & Sons, Ltd.

KEY WORDS: boundary element method; breaking ocean waves; non-linear surface waves; numerical
wave tank; potential flow; three-dimensional flows

* Correspondence to: Ocean Engineering Department, University of Rhode Island, Narragansett, RI 02882, U.S.A.
Fax: +1 401 8746837.
1 E-mail: grilli@oce.uri.edu
2 E-mail: guyenne@inln.cnrs.fr
3 E-mail: dias@cmla.ens-cachan.fr

Recei6ed July 1999
Copyright © 2001 John Wiley & Sons, Ltd. Re6ised June 2000



S. T. GRILLI, P. GUYENNE, AND F. DIAS830

1. INTRODUCTION

Over the past two decades, the development of increasingly accurate and efficient numerical
models of highly non-linear surface waves has been a continuous challenge in the ocean and
coastal engineering and science communities. Indeed, wave dynamics govern most physical
processes occurring (e.g., air–sea interactions, wave shoaling and breaking, wave-induced
coastal currents, surf-zone dynamics, . . . ), and engineering design methods used (e.g., for
breaking wave impact pressures on coastal and off-shore structures, . . . ) in these areas.

When dealing with waves prior to breaking, the most successful methods, whether theoreti-
cal or numerical, have been based on potential flow theory, which neglects both viscous and
rotational effects on the wave flow. The governing equation in this case—the continuity
equation—is a Laplace’s equation for the potential. This linear partial differential equation
(PDE) can efficiently be solved in a boundary integral equation (BIE) formulation, using either
a free space or a more specialized Green’s function; or by eigenfunction or polynomial
expansions. Non-linear terms are included in the dynamic and kinematic free surface boundary
conditions for the potential, and methods usually differ in accuracy, range of applicability, and
numerical efficiency by the way they deal with these terms.

A traditional approach in most wave theories and numerical models based on these has been
to define so-called small parameters (e.g., wave steepness, ratio of water depth to wave-
length, . . . ) and to express truncated series expansions of free surface boundary conditions and
geometry as a function of these parameters (see, e.g., Mei [1]). In this line, wave propagation
models based on so-called extended higher-order Boussinesq equations have recently produced
quite impressive results in coastal areas, for shallow and intermediate waters (e.g., Wei et al.
[2]).

When dealing with strongly non-linear waves close to breaking or starting to break (i.e.,
overturning waves), methods based on small parameters and, in most cases, on a single-valued
Eulerian description of the free surface, become irrelevant. For such cases, governing equations
must be solved in their primitive form and the time integration must be based on a mixed
Eulerian–Lagrangian (MEL) formulation following fluid particle trajectories on the free
surface. Many such numerical solutions of potential flow theory (referred to as ‘fully
non-linear potential flow’ (FNPF) problems) have been developed, mostly in two dimensions
(2D), and have been shown to model the physics of wave overturning in deep and intermediate
water (e.g., Dommermuth et al. [3] and Skyner [4]) and wave shoaling and breaking over slopes
(e.g., Grilli et al. [5,6], Li and Raichlen [7]), with a surprising degree of accuracy. Let us
mention for completion that recent improvements in computer power have also led to an
increasing use of modernized volume of fluid (VOF) methods solving complete Navier–Stokes
equations for free surface flows (e.g., Grilli [8], Guignard et al. [9]; Chen et al. [10]). Such
VOF methods can model post-breaking waves, but they are computationally expensive,
particularly in three dimensions (3D), and suffer from numerical diffusion leading to artificial
loss of wave energy over long distances of propagation. Hence, in such cases, unless the
post-breaking wave flow is the focus of the study, FNPF theory, which is more accurate and
efficient, is preferred over VOF methods. A promising recent development is the coupling of
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FNPF and VOF methods for pre- and post-breaking wave flows respectively (Guignard et al.
[11]).

Thus, most studies to date dealing with transformations of waves leading to breaking have
been based on an FNPF formulation. Furthermore, in most FNPF models, Laplace’s equation
has been solved with a higher-order boundary element method (BEM; Brebbia [12]), either
based on Green’s identity or on Cauchy integral theorem formulations. Time integration of
free surface boundary conditions (expressed in an MEL formulation) has been performed
either using a time marching (Runge–Kutta) or a predictor–corrector (Adams–Bashforth–
Moulton) scheme, or both (e.g., Longuet-Higgins and Cokelet [13]), or a Taylor series
expansion method (Dold and Peregrine [14]). Early computations following this approach were
two-dimensional and restricted to space–periodic waves over constant depth [13–16], but more
recent two-dimensional models can accommodate both arbitrary incident waves and complex
bottom topographies (e.g., Klopman [17], Grilli et al. [18], Cointe [19], Cooker [20], and
Ohyama and Nadaoka [21]). Most recent models also directly work in a physical space region,
i.e., in a numerical wa6e tank (NWT), in which incident waves are generated at one extremity
and reflected, absorbed, or radiated at the other extremity (see Grilli and Subramanya [22] and
Grilli and Horrillo [23] for details).

Three-dimensionality, in addition to producing quite formidable numerical problems, poses
more difficult geometric and far-field representation problems than two-dimensionality. In
naval hydrodynamics and offshore engineering fields many authors have proposed (mostly
BEM based but often with constant panels) three-dimensional models for weakly and, more
recently, fully non-linear permanent or transient wave patterns created by submerged sources,
or submerged/floating bodies moving at constant or variable speed (e.g., Dommermuth and
Yue [24], Forbes [25], Boo [26], and Lee et al. [27]), or transient wave diffraction, run-up, and
forces on surface piercing cylinders (e.g., Isaacson [28], Yang and Ertekin [29], Cheung et al.
[30], Lalli et al. [31], Celebi et al. [32], and Ferrant [33]). In these problems, the free surface is
always single-valued and, by assuming infinite or constant depth (image method) and open
ocean, the problem often reduces to only discretizing the free surface and the body.

Only a few attempts have been reported of solving FNPF problems for transient non-linear
wave propagation in general 3D-NWTs, two of them modeling overturning waves. Romate
[34] developed a three-dimensional (constant) panel method, which he applied to weakly
non-linear waves generated by a wavemaker and propagating in a narrow 3D-NWT. His time
stepping method was similar to that in Reference [13] but results were quite limited and
affected by spurious waves, maybe due to problems at intersections between the free surface
and lateral boundaries. Xü and Yue [35,36] calculated three-dimensional overturning waves in
a doubly-periodic computational domain with infinite depth (i.e., only the free surface was
discretized). They used a higher-order BEM based on Green’s identity, with a doubly periodic
Green’s function in the x- and y-directions, quadratic isoparametric boundary elements, and
an MEL time stepping similar to that of Reference [13]. As in the two-dimensional solution of
Reference [13], sawtooth instabilities eventually developed near wave crests; these were
eliminated by smoothing, typically applied every few time steps. As in Reference [13], initially
two-dimensional periodic waves were made to break by specifying an asymmetric surface
pressure. Broeze [37] developed a method similar to Xü and Yue’s and was able to produce the
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initial stages of overturning waves over a bottom obstacle; numerical instabilities were also
experienced, which limited computations. Boo et al. [38] produced irregular non-linear waves
in a 3D-NWT; they used a higher-order BEM and a semi-Lagrangian time marching scheme
similar to that in Reference [13]. Sawtooth instabilities occurred and were eliminated by
smoothing. Ferrant [33,39] developed a 3D-NWT based on a BEM with linear elements, and
an MEL time stepping similar to that of Reference [13]. He studied wave radiation–diffraction
by floating bodies and wave forces on surface piercing cylinders; an annular absorbing beach
was used at the exterior boundary. Note that, in the previous two studies, BEM matrices were
maintained constant for several time steps in order to save on computational time. Celebi et
al. [32] studied diffraction of periodic waves around bottom mounted columns, using a BEM
with an MEL time stepping, in an NWT having both wave generation and absorbing beach
boundaries.

Reviews of two- and three-dimensional highly non-linear wave problems to date can be
found in Romate [34], Yeung [40], Peregrine [41], Grilli [42], Grilli and Subramanya [43], Tsai
and Yue [44], and Kim et al. [45].

From the above it appears that FNPF theory can be used to model overturning waves over
an arbitrary bottom. Many such two-dimensional and a few three-dimensional solutions (i.e.,
NWTs) have been proposed. Among these, the most stable and accurate models were those in
which higher-order spatial and temporal discretizations methods were used, and important
problems such as corner/edge boundary conditions and numerical integrations were carefully
addressed. Importantly, in the few existing higher-order two-dimensional models [14,18,22],
strongly non-linear waves were accurately propagated over long distances and/or time, up to
overturning, without the need for smoothing or filtering of the solution. The non-linear nature
of the problem and lack of dissipation in FNPF theory indeed are such that numerical errors,
even very small, remain an integral part of the solution and build up as a function of time
through superposition and non-linear interactions. Therefore, such errors must be minimized
by seeking optimum accuracy in all numerical aspects of the model.

In the present study, the experience gained by the authors in developing accurate and stable
numerical methods for 2D-FNPF-NWTs is applied to the development of a new, similarly
accurate, 3D-FNPF-NWT for strongly non-linear waves. The model is developed using a
higher-order 3D-BEM and an MEL time updating, based on a second-order Taylor series
expansion, with adaptive time steps, similar to that used in the two-dimensional model of
Reference [18]. The model is applicable to non-linear wave transformations up to overturning
and breaking, from deep to shallow water over arbitrary bottom topography. Arbitrary waves
can be generated in the NWT by wavemakers or directly on the free surface (note only the
latter method will be detailed here). Reflective and absorbing boundary conditions are
implemented on lateral boundaries of the NWT; for the latter in a way similar to Grilli and
Horrillo [23] (note no application of absorbing boundaries will be presented here). Geometry
and field variables are represented on the NWT boundary by 16-node cubic ‘sliding’ two-
dimensional elements similar, in principle, to the one-dimensional 4-node ‘middle-interval-
interpolation (MII)’ elements introduced by Grilli and Subramanya [22] in their two-
dimensional model. Such elements provide local inter-element continuity of the first and
second derivatives. Accurate and efficient numerical integrations are developed for these
elements. Discretized boundary conditions at intersections (corner/edges) between the free
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surface or the bottom and lateral boundaries are well-posed in all cases of mixed boundary
conditions following the methods introduced by Grilli and Subramanya [22] and Grilli and
Svendsen [46]. Higher-order tangential derivatives required for the time updating are calculated
in a local curvilinear co-ordinate system using two-dimensional 25-node sliding fourth-order
elements similar in principle to the 5-node one-dimensional elements introduced by Grilli and
Svendsen [46] for calculating s-derivatives in their two-dimensional model. Node regridding to
a higher resolution can be specified over selected areas of the free surface. Details of the model
development and implementation are given in Section 2 and applications are presented in
Section 3. These are first aimed at assessing the model properties of accuracy and convergence
with a refined spatio-temporal discretization, by checking errors on conservation of mass and
energy for solitary wave propagation over constant depth. The shoaling of solitary waves up
to breaking is then calculated over a 1:15 plane slope in a quasi-two-dimensional configuration
and results are compared with two-dimensional results by Grilli et al. [6]. Finally, three-
dimensional overturning waves are calculated over a 1:15 sloping bottom having a ridge in the
middle, thus focusing wave energy. The node regridding method is tested in the latter
application and convergence of results with grid size is verified.

2. THE MATHEMATICAL AND NUMERICAL MODEL

2.1. Go6erning equations and boundary conditions

Equations for fully non-linear potential flows with a free surface are listed in the following.
The velocity potential f(x, t) is used to represent inviscid irrotational three-dimensional flows
in Cartesian co-ordinates (x, y, z), with z the vertical upward direction (and z=0 at the
undisturbed free surface). The velocity is defined by (Figure 1)

Figure 1. Sketch of computational domain for 3D-BEM solution of FNPF equations. The domain is
defined for x]x0. Note a region of constant depth h=h0 is specified for x5x0+d0, beyond which
depth is set to h=b(x, y). Tangential vectors at point R(t) of the free surface Gf(t) are defined as (s, m)

and outward normal vector as n.
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u=9f= (u, 6, w) (1)

The continuity equation in the fluid domain V(t), with boundary G(t), is a Laplace equation
for the potential

92f=0, in V(t) (2)

The corresponding three-dimensional free space Green’s function is defined as (e.g., Brebbia
[12])

G(x, xl)=
1

4pr
, with

(G
(n

(x, xl)= −
1

4p

r ·n
r3 (3)

and

r=x−xl (4)

with r= �r � being the distance from point x (x, y, z) to the reference point xl (xl, yl, zl),
both being on boundary G, and n representing the outward normal unit vector to the boundary
at point x.

Green’s second identity transforms Equation (2) into the BIE

a(xl)f(xl)=
&

G(x)

!(f
(n

(x)G(x, xl)−f(x)
(G
(n

(x, xl)
"

dG (5)

in which a(xl)=ul/(4p), with ul the exterior solid angle made by the boundary at point xl (i.e.,
2p for a smooth boundary; Brebbia [12]).

Boundary G is divided into various parts with different boundary conditions (Figure 1). On
the free surface Gf(t), f satisfies the non-linear kinematic and dynamic boundary conditions

DR
Dt

=u=9f on Gf(t) (6)

Df

Dt
= −gz+

1
2

9f ·9f−
pa

r
on Gf(t) (7)

respectively, with R the position vector of a free surface fluid particle, g the acceleration due
to gravity, pa the atmospheric pressure, r the fluid density, and the material derivative being
defined as

D
Dt

(

(t
+u ·9 (8)
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Various methods can be used for wave generation in the model (Grilli et al. [23,46]). For
instance, when waves are generated by simulating a wavemaker motion on the ‘open sea’
boundary of the computational domain, Gr1(t), motion and velocity [xp, up ] are specified over
the wavemaker as

x̄=xp and
(f

(n
=up ·n on Gr1(t) (9)

where overlines denote specified values.
Along the bottom Gb and other stationary parts of the boundary, referred to as Gr2, a

no-flow condition is prescribed as

(f

(n
=0, on Gb and Gr2 (10)

Note GGf@Gr1@Gr2@Gb.

2.2. Time integration

Free surface boundary conditions (6) and (7) are integrated at time t to establish both the new
position and the boundary conditions on the free surface Gf(t) at a subsequent time (t+Dt)
(with Dt a varying time step).

Following the method implemented in Grilli et al.’s [18,22] two-dimensional model, second-
order explicit Taylor series expansions are used to express both the new position R(t+Dt) and
the potential f(R(t+Dt)) on the free surface, in an Eulerian–Lagrangian formulation

R( (t+Dt)=R(t)+Dt
DR
Dt

(t)+
(Dt)2

2
D2R
Dt2 (t)+O[(Dt)3] (11)

f( (R(t+Dt))=f(t)+Dt
Df

Dt
(t)+

(Dt)2

2
D2f

Dt2 (t)+O[(Dt)3] (12)

Coefficients in these Taylor series are expressed as functions of the potential, its partial time
derivative, and the normal and tangential derivatives of both of these along the free surface
(details of calculations of tangential derivatives are given in a following section).

More specifically, first-order coefficients are given by Equations (6) and (7), which requires
calculating (f, (f/(n) on the free surface. This is done by solving the BIE (5) at time t, with
boundary conditions (9), (10), and (12) (see next section). Second-order coefficients are
obtained from the material derivative of Equations (6) and (7), which requires also calculating
((f/(t, (2f/(t (n) at time t ; this is done by solving a BIE similar to Equation (5) for these
fields. The free surface boundary condition for this second BIE is obtained from the Bernoulli
equation (7) after solution of the first BIE for f as
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(f

(t
= −gz−

1
2

9f ·9f−
pa

r
, on Gf(t) (13)

For a wave generation by a wavemaker, Equation (9) gives

(2f

(t (n
=
((up ·n)
(t

, on Gr1(t) (14)

and for the bottom and other stationary boundaries

(2f

(t (n
=0 on Gb and Gr2 (15)

Note that the BIEs for f and (f/(t are solved at time t and thus both correspond to the
same boundary geometry and have the same discretized form (see next section). Therefore, the
solution of the second BIE only takes a small fraction of the time (typically a few per cent)
needed for the solution of the first BIE (when using a direct method of solution). This makes
this time stepping method very efficient, particularly when compared with higher-order
Runge–Kutta or Adams–Bashforth–Moulton schemes used in other studies (e.g., Longuet-
Higgins and Cokelet [13], Romate [34]) which often require multiple evaluations of the BIE (5)
for several intermediate times per time step. Other advantages of this time stepping scheme are
of being explicit and using spatial derivatives of the field variables along the free surface in the
calculation of values at (t+Dt). This provides more stability to the computed solution and
makes it possible to use larger time steps with a similar accuracy, thus making the overall
solution more efficient.

2.3. Boundary discretization

2.3.1. Classical BEM. The BIE (5) for f, and its equivalent for (f/(t, are solved by a BEM
[12].

In this method, the boundary is discretized into NG collocation nodes and MG higher-order
elements are used to define local interpolations in between m of these nodes. Thus, within the
kth such element, Ge

k, both the boundary geometry and field variables (denoted by u=f and
q=(f/(n for simplicity and generality) are discretized using shape functions. Here, shape
functions are analytically defined, as higher-order polynomials, over a single reference element
Gj,h, to which the MG ‘Cartesian’ elements of arbitrary shape are transformed by a change of
variable. The intrinsic co-ordinates on the reference element are denoted by (j, h)� [−1, 1].
Variations of the geometry and field variables over each element k are described by their nodal
values, x j

k, uj
k, and qj

k, and by the local shape functions Nj(j, h) as

x(j, h)=Nj(j, h)x j
k (16)

u(j, h)=Nj(j, h)uj
k and q(j, h)=Nj(j, h)qj

k (17)
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where j=1, . . . , m locally numbers the nodes within each element Ge
k, for k=1, . . . , MG, and

the summation convention is applied to repeated subscripts.
The shape functions are selected as polynomials of (j, h), whose coefficients are found by

requiring that u(j, h) take the value ui
k at node x i

k, i.e., in Equation (17)

u(j(x i
k), h(x i

k))=Nj(ji, hi)uj
k=ui

k

Hence, for the ith node of an m-node reference element, shape functions must satisfy

Nj(ji, hi)=dij with i, j=1, . . . , m on Gj,h (18)

and dij is the Kronecker symbol. Values of (ji, hi) only depend on the element shape (i.e.,
triangular, quadrilateral) and degree (i.e., linear, quadratic). The solution of Equation (18) for
selected element shape and degree thus provides corresponding closed form expressions for the
shape functions (see next section). Note when the same shape functions are used for both the
geometry and the field variables, one defines so-called isoparametric elements.

2.3.2. The 3D-MII method. Isoparametric elements can provide a high-order approximation
within their area of definition but only offer C0 continuity of the geometry and field variables
at the common nodes in between elements.

Based on the experience acquired in two-dimensional problems, for such highly non-linear
water wave problems one needs to define elements that are both higher-order within their area
of definition and at least locally C2 continuous in between elements. To do so, various
methods, including cubic-spline-based elements, were used in two-dimensional models [22,46].
Here, elements are defined using an extension of the so-called MII method introduced by Grilli
and Subramanya [22] in their two-dimensional model. Boundary elements are 4-node quadri-
laterals with cubic shape functions defined using both these and additional neighboring nodes
in each direction, for a total of m=16 nodes. Hence, only part of the interval of variation
(usually the middle part) of the cubic shape functions is used for calculating the boundary
integrals in Equation (5) (Figure 2).

Figure 2. Sketch of 16-node cubic 3D-MII Cartesian element Ge
k and corresponding reference element

Gj,h. Quadrilateral element nodes are indicated by symbols (	), and additional nodes by symbols (�).
The curvilinear co-ordinate system (s, m, n) has been marked at point r of the element. (j0, h0) marks the

bottom left node of the quadrilateral, transformed as part of the reference element by Jk.
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In the present 3D-MII method, two-dimensional bi-cubic shape functions are defined on the
reference element as the product of two one-dimensional cubic shape functions N %c(m), with
c=1, . . . , 4 and m� [−1, 1], i.e.

Nj(j, h)=N %b( j)(m(j, j0))N %d( j)(m(h, h0)) (19)

with b and d=1, . . . , 4; j=4(d−1)+b, and property (18) implying

N %c(mi)=dic with mi=
2i−5

3
(20)

for i=1, . . . , 4. Hence, solving Equation (20)

N %1(m)=
1
16

(1−m)(9m2−1), N %2(m)=
9
16

(1−m2)(1−3m),

N %3(m)=
9
16

(1−m2)(1+3m), N %4(m)=
1
16

(1+m)(9m2−1) (21)

For the MII method, the additional transformation from m to the intrinsic coordinates (j, h)
on the reference element is formally expressed as

m(x, x0)=x0+
1
3

(1+x) (22)

with x=j or h and x0=j0 or h0= −1, −1/3, or 1/3, depending on which of the nine
quadrilaterals defined by the m=16 nodes is selected (Figure 2). Note this selection depends
on the location of the element with respect to the intersections between various parts of the
boundary (such as the free surface and lateral boundaries).

2.3.3. Discretized BIEs. Integrals in Equation (5) are transformed into a sum of integrals over
the boundary elements, each of which is calculated within the reference element Gj,h. To do so,
the curvilinear change of variables introduced above [x� (j, h)] is expressed for element Ge

k by
a Jacobian matrix Jk obtained as follows. Two orthogonal tangential vectors are defined at
point x(j, h) of the boundary as (using Equations (17) and (18))

(x
(j

=
(Nj(j, h)
(j

x j
k=

!(N %b( j)(m(j, j0))
(m

(m

(j
N %d( j)(m(h, h0))

"
x j

k,

(x
(h

=
(Nj(j, h)
(h

x j
k=

!
N %b( j)(m(j, j0))

(N %d( j)(m(h, h0))
(m

(m

(h

"
x j

k (23)

with j=1, . . . , m on Ge
k (k=1, . . . , MG) and from Equation (22)
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(m

(j
=
(m

(h
=

1
3

Corresponding tangential unit vectors are further defined as

s(j, h)=
1
h1

(x
(j

and m(j, h)=
1
h2

(x
(h

(24)

with the scale factors

h1=
)(x
(j

)
and h2=

)(x
(h

)
(25)

A third vector is defined at the same point in the normal direction, as

(x
(z

=
(x
(j

×
(x
(h

(26)

The corresponding unit normal vector is thus defined as

n(j, h)=
1

h1h2

(x
(z

=s×m with
)(x
(z

)
=h1h2 (27)

This vector will be pointing in the outward direction with respect to the domain if directions
(s, m) of the considered element are such that their cross product is outward oriented (this is
only a matter of definition of the element nodes numbering).

The Jacobian matrix is defined as

Jk=
!(x
(j

,
(x
(h

, n
"T

and the determinant of the Jacobian matrix to be used in boundary integrals of Equation (5)
for the kth element, by definition of an elementary surface element and with Equations (25)
and (27), is given by

�Jk(j, h)�=h1h2 for k=1, . . . , MG on G (28)

which can be analytically calculated at any point of the element Ge
k, by using Equations

(23)–(25), with Equation (21).
After transformation, the following discretized forms are obtained for the integrals in

Equation (5):
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&
G(x)

(f

(n
Gl dG= %

NG

j=1

! %
MG

k=1

&
Gj,h

Nj(j, h)G(x(j, h), xl)�Jk(j, h)� dj dh
" (f
(n

(xj)

= %
NG

j=1

! %
MG

k=1

Dlj
k" (fj

(n
= %

NG

j=1

Klj
d (fj

(n
(29)

&
G(x)

f
(Gl

(n
dG= %

NG

j=1

! %
MG

k=1

&
Gj,h

Nj(j, h)
(G(x(j, h), xl)

(n
)

Jk(j, h)� dj dh
"

f(xj)

= %
NG

j=1

! %
MG

k=1

Elj
k"fj= %

NG

j=1

Klj
nfj (30)

in which l=1, . . . , NG and Dk and Kd denote so-called local (i.e., for element k) and global
(i.e., assembled) Dirichlet matrices, and Ek and Kn are Neumann matrices. Note j is now
expressed in the global node numbering on the boundary and denotes nodal values for element
k. Expressions for the Green’s function, the shape functions, and the Jacobian to be used in
Equations (29) and (30) are given by Equations (3), (19), (21), and (28) respectively.

Using Equations (29) and (30), the discretized form of the BIE (5) finally reads

alul= %
NG

j=1

{Klj
d qj−Klj

n uj} (31)

in which l=1, . . . , NG.
Boundary conditions are introduced in Equation (31); these are: (i) Dirichlet conditions for

u=f or (f/(t (Equations (12) or (13)); and (ii) Neumann conditions for q=(f/(n or
(2f/(t (n (e.g., Equations (9), (10) or (14), (15)). The final algebraic system is assembled by
moving nodal unknowns to the left-hand side and keeping specified terms on the right-hand
side

{Cpl+Kpl
n }up−Kgl

d qg=Kpl
d qp−{Cgl+Kgl

n }ug (32)

where l=1, . . . , NG; g=1, . . . , Ng refers to nodes with Dirichlet condition on boundary Gf

and p=1, . . . , Np refers to nodes with Neumann condition on boundary Gr1@Gr2@Gb. C is a
diagonal matrix made of coefficients al.

2.3.4. Solution of the algebraic system of equations. The solution of the algebraic system of
equations (32) initially implemented in the 3D-NWT was based on Kaletsky’s direct lower–
upper (LU) elimination method, for which the CPU time is proportional to the cube of the
number of nodes in the discretization. This method was used in some of the applications
presented hereafter, which have small or moderate grid sizes, and were run on a Mac G3-266
MHz powerbook or a G4-450 MHz computer. As we will see, for such small cases, the
assembling of the system matrix through numerical integration, which is proportional to the
number of elements (i.e., nodes), is more time consuming than the solution of the system itself.

The last applications presented in this paper, however, have much larger grid sizes and were
run on a CRAY-C90 supercomputer. For such cases, the solution of the system matrix takes
an increasingly large part of the total CPU time, and it is desirable to use a (faster) iterative
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method to solve Equations (32). The ‘generalized minimal residual’ (GMRES) algorithm, also
used by Xü and Yue [35,36], was implemented in the 3D-NWT, with preconditioning by the
‘symmetric successive overrelaxation’ (SSOR) method (relaxation parameter equal to 0.6), with
an initial solution equal to that of the earlier time step. The downside, however, is that for the
type of time stepping scheme used here, two full systems of equations must be solved at each
time step—one for f and one for (f/(t—with an iterative method, whereas with a direct
method the solution of the second system takes only a few per cent of the time needed to solve
the first system. Nevertheless, results showed that for large systems of say more than 2000
nodes and a similar accuracy, the GMRES-SSOR method is faster when used in the 3D-NWT
than the direct solution.

2.3.5. Rigid mode method. Coefficients Cll in Equation (32) can be obtained through a direct,
purely geometric, calculation of solid angles ul at nodes of the discretized boundary. These
coefficients, however, can be indirectly obtained through a more accurate and efficient
approach, referred to as ‘rigid mode’ method by analogy with structural analysis problems
(Brebbia [12]).

By considering a homogeneous Dirichlet problem, where a uniform field ū=cst"0 is
specified over the whole boundary G (thus NG=Ng), one can show that normal gradients q
must vanish at each node. Thus, Equation (32) simplifies to

{Cjl+Kjl
n}uj=0 (33)

which requires that the summation in curly brackets vanishes for all l. Thus, by isolating the
diagonal terms in the left-hand side, we get

{Cll+Kll
n}= − %

NG

j(" l)=1

Kjl
n, l=1, . . . , NG (34)

which specifies the value of the diagonal term of a row of Equation (33) as minus the sum of
its off-diagonal coefficients. These diagonal terms are directly substituted in the discretized
system (32).

This method was shown to significantly improve the conditioning of algebraic systems such
as Equation (32), and thus the accuracy of their numerical solution [18] (particularly for
iterative methods). Physically, for potential flows this also corresponds to specifying that the
discretized problem exactly satisfies a zero global flux condition in a specific case.

2.3.6. Discretized boundary conditions at corners. Boundary conditions and normal directions
are in general different on intersecting parts of the boundary, such as between the free surface
or the bottom, and the lateral boundary of the computational domain (Figure 1). Such
intersections are referred to as edges, and corresponding discretization nodes as corners. To be
able to specify such differences in the model corners are represented by double-nodes for which
co-ordinates are identical but normal vectors are different [18,46]. Thus, two different
discretized BIEs (Equation (32)) are expressed for each node of a corner double-node.

For Dirichlet–Neumann boundary conditions we have, for instance, equations (i) for l=p
on the wavemaker boundary Gr1; and (ii) for l= f on the free surface Gf. Since the potential
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must be unique at a given location, however, one of these two BIEs must be modified in the
final discretized system, to explicitly satisfy fp=ff (i.e., ‘continuity of the potential’), where
the overline indicates that the potential is specified on the free surface. For Neumann–
Neumann boundary conditions at corners we have, for instance, equations (i) for l=p on the
wavemaker boundary Gr1; and (ii) for l=b on the bottom Gb. The potential continuity
equation for this case reads fp−fb=0, both of these being unknown. Similar continuity
relationships are expressed for (f/(t at corners, in the corresponding BIE.

Note at the intersection between three boundaries, triple-nodes are specified for which three
BIE equations are expressed, two of which are replaced in the final algebraic system by
equations specifying continuity of the potential (and of (f/(t).

2.3.7. Grid generation. A simple and efficient method is implemented in the model for
generating discretizations in the 3D-NWT with a minimum number of parameters. Referring
to Figure 1, the grid for a typical problem is generated by specifying the geometrical
parameters: x0, d0, depth h0, the length l0 in the x-direction and width w0 in the y-direction,
and the varying depth b(x, y); the latter being also automatically calculated for a simple
sloping bottom or a ridge. Discretization parameters Mx, My, and Mz are also given, which
represent the number of MII quadrilateral elements in each direction. Note because of the way
tangential derivatives are calculated (see below), there must be at least four elements in each
direction.

2.4. Numerical integrations

Due to their complex analytical form, integrals in Equations (29) and (30) are numerically
calculated for each collocation point xl. For each element k these integrals are represented by
local matrices Dlj

k and Elj
k.

When the collocation node l does not belong to the integrated quadrilateral element (i.e.,
l" j(k)=1, . . . , 4), a standard Gauss–Legendre quadrature method is used. When node l
does belong to the element (i.e., Figure 3, j= l) distance r in Green’s function and its normal
gradient becomes zero at one of the nodes of the element (Equations (3) and (4)). It can be
shown [12] that when j= l, integrals Dlj

k are weakly singular (thus integrable with finite
L2-norm), whereas integrals Elj

k are non-singular. For the former integrals, special methods of
‘singularity extraction’ are detailed below. For the latter integrals, in fact, the strong singular-
ity occurring when r�0 was already removed, to become part of coefficients al, and it can be
shown that the remaining part is proportional to the boundary curvature at xl. In any case,
when the ‘rigid mode method’ is used, terms such as Ell

k are indirectly calculated in their global
form Kll

n by Equation (34).
Finally, due to the form of Green’s function (3), non-singular integrals may still have a

highly varying kernel when distance r becomes small, albeit non-zero, in the neighborhood of
a collocation point. Such situations may occur near intersections of boundary parts (e.g., such
as between the free surface and lateral boundaries) or in other regions of the free surface, such
as overturning breaker jets, where nodes are close to elements on different parts of the
boundary. In such cases, a standard Gauss quadrature, with a fixed number of integration
points, may fail to accurately calculate such integrals. One thus talks of ‘almost’ or ‘quasi-
singular’ integrals. Grilli and Subramanya [47], for instance, showed for two-dimensional
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Figure 3. Sketch of co-ordinate transformations for weakly singular integrals in a quadrilateral element
Gj,h, part of the 16-node cubic MII reference element (Figure 2). Axes (j %, h %) can be located at points

l=1, . . . , 4. The case of collocation node l=2 is given as an example.

problems that the loss of accuracy of Gauss integrations (with ten integration points) for such
quasi-singular integrals may be several orders of magnitudes, when the distance to the
collocation node becomes very small. For such two-dimensional cases, Grilli and Svendsen [46]
developed an adaptive integration scheme based on a binary subdivision of the reference
element and obtained almost arbitrary accuracy for the quasi-singular integrals when increas-
ing the number of subdivisions. This method, however, can be computationally expensive and
Grilli and Subramanya [47] developed a more efficient method that essentially redistributes
integration points around the location of the quasi-singularity (point of minimum distance
from an element k to the nearest collocation node xl). A method similar to Grilli and
Svendsen’s but applicable to three-dimensional problems is implemented in this study, and
detailed below.

2.4.1. Regular integrals. For 3D-MII elements, regular integrals in Equations (29) and (30) are
calculated with a bi-directional Gauss–Legendre quadrature method, with NL points in each
direction. These integrals take the form

I lj
k=

& +1

−1

& +1

−1

Flj
k(j, h) dj dh= %

NL

g=1

%
NL

h=1

wgwhFlj
k(lg, lh) (35)

where Flj
k represents either one of the kernels in integrals Dlj

k or Elj
k, and (wi, wj) and (lg, lh)

are Gauss weights and points respectively.
For more efficiency in the numerical model, once NL is selected values of one-dimensional

shape functions N %c(m(x, x0)) and their derivatives with respect to m are precalculated for x=li

(i=1, . . . , NL), c=1, . . . , 4, and x0= −1, −1/3, and 1/3. From these, the two-dimensional
shape functions Nj and their partial derivatives are calculated with Equations (19) and (23).
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2.4.2. Weakly singular integrals. Weakly singular integrals correspond to terms Dlj
k in Equation

(29) for j= l. In this case, the singular kernel of the integrals is first modified in order to get
a form to which a polar co-ordinate transformation removing the weak 1/r singularity can be
applied. This is followed by further changes of variable and a final Gauss–Legendre numerical
quadrature (Badmus et al. [48]). We have

Dlj
k=

&
Gj,h

f j
k(j, h)G(x(j, h), xl) dj dh with f j

k(j, h)=Nj(j, h)�Jk(j, h)� (36)

that is

Dlj
k=

1
4p

& +1

−1

& +1

−1

1
r(x(j, h), xl)

f j
k(j, h) dj dh (37)

where the singularity is located at node xl of the discretization, corresponding to co-ordinates
(jl, hl) on the reference element.

A new co-ordinate system, centered on node (jl, hl), is defined within the reference element
as

j %=j−jl and h %=h−hl (38)

and Equation (37) becomes

Dlj
k=

1
4p

&& 1
r %

Fj
k(j %, h %) dj % dh % (39)

with

r %=
j %2+h %2 and Fj
k(j %, h %)=

r %
r(x(j(j %), h(h %)), xl)

f j
k(j(j %), h(h %)) (40)

where the function Fj
k is non-singular (as could be seen by taking its limit for r�0) and the

integration limits for j % and h % depend on the position of the singularity.
Polar co-ordinates (r %, 8) centered on (jl, hl) are then introduced (Figure 3) such that

j %=r % cos
!

8+ (l−1)
p

2
"

and h %=r % sin
!

8+ (l−1)
p

2
"

(41)

with l=1, . . . , 4. Noting that dj % dh %=r % dr % d8 and accounting for the geometry of the
reference element, Equation (39) becomes

Dlj
k=

1
4p

!& p/4

0

d8
& 2/cos 8

0

Fj
k(r %, 8) dr %+

& p/2

p/4

d8
& 2/sin 8

0

Fj
k(r %, 8) dr %

"
(42)
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where Equations (38) and (41) are used to relate (r %, 8) to (j, h) in Fj
k. Limits of integrations

in Equation (42) are transformed into [−1, +1] by a last change of variable to (r¦, 8 %) and
we get

Dlj
k=

1
64

& +1

−1

d8 %
!

r %12
m

& +1

−1

Fj
k(r %12, 812) dr¦+r %23

m
& +1

−1

Fj
k(r %23, 823) dr¦

"
(43)

which can be integrated by a bi-directional Gauss–Legendre quadrature method as

Dlj
k=

1
64

%
NL

i=1

%
NL

j=1

wiwj{r %12
m Fj

k(r %12, 812)+r %23
m Fj

k(r %23, 823)} (44)

where (wi, wj) are Gauss weights, with

812=
p

8
(1+li) and 823=

p

8
(3+li) (45)

r %12
m =

2
cos 812 and r %23

m =
2

sin 812 (46)

and

r %12=
r %12

m

2
(1+lj) and r %23=

r %23
m

2
(1+lj) (47)

where (li, lj)� [−1, +1] are Gauss points.
Again, for more efficiency, once NL is selected in the numerical model, values of 812, 823,

r %12
m , r %23

m , r %12, and r %23 are precalculated for (li, lj) values, from which (j ij
12,23, h ij

12,23) values are
obtained using Equations (38) and (41) for l=1, . . . , 4. Then, one-dimensional shape func-
tions N %c(m(x, x0)) and their derivatives with respect to m, to be used in Equations (19) and (23),
are precalculated for x=j ij

12,23 or h ij
12,23 (i, j=1, . . . , NL); c, l=1, . . . , 4; and x0= −1, −1/3,

and 1/3. From these, the two-dimensional shape functions Nj and their partial derivatives are
calculated using Equations (19) and (23).

2.4.3. Quasi-singular integrals. To identify possible quasi-singular integrals in the discretized
domain, both distance and intercept angle thresholds are checked for each collocation node
l=1, . . . , NG and each quadrilateral boundary element k=1, . . . , MG.

For each element k, the minimum intercept angle bmin and the maximum number of binary
subdivisions Smax are specified as input. An equivalent diameter is calculated as

Dk=
1
2

MAX(d13, d24) (48)
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where dab indicates distance from node a to b in k. Two planes are defined based on triplets
of element nodes as (r12, r13) and (r12, r14), where rab=xb−xa. Normal unit vectors to these
planes are

n23=
r12×r13

�r12×r13� and n24=
r12×r14

�r12×r14� (49)

The following distance parameters are calculated for each collocation node l=1, . . . , NG

d1=
Dk

dlc

, d2=
Dk

MIN(dlj)
, and d3=

Dk

MIN(dl23, dl24)
(50)

for j=1, . . . , 4 element nodes x j
k, where x c

k=x j
k denotes co-ordinates of the element geometric

center and dlab=rl1 ·nab is the minimum distance from point l to the plane ab. The intercept
angle for node l and element k is calculated as b=2 arctan db, with

db=
d1

2

d3

for dlc\Dk d1d3


d1
2+d3

2

db=d3 for dlc5Dk d1d3


d1
2+d3

2
and MIN(dl23, dl24)"0 (51)

In the latter case, db=b=0 otherwise, which corresponds to point l lying within the plane of
a plane element.

Following the ‘adaptive integration’ method introduced by Grilli and Svendsen [46] for
two-dimensional problems, quasi-singular integrals for element k are performed by dividing the
reference element into Ns=2S segments of length DS=2/Ns in both the j- and h-direction,
where S5Smax denotes the number of binary subdivisions. This number is selected as follows
for node l, as a function of values of b and parameters in Equations (50):

S=INT
!

(log 2) log
! dS

tan bmin

"
+0.4999

"
for b\bmin and d1\1 (52)

with

dS= (d3, d1) for MIN(dl23, dl24) (\ , =0)

Otherwise dS=d2 and the same equation applies for calculating S.
After subdivision, variations of intrinsic co-ordinates over each sub-element are transformed

back to [−1, +1] intervals. We thus have for quasi-singular integrals such as in Equation (35)

& +1

−1

& +1

−1

Flj
k(j, h) dj dh= %

Ns

6=1

%
Ns

w=1

& +1

−1

& +1

−1

Flj
k(j(j %6), h(h %w)) dj % dh % (53)
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with

j=
j %6
Ns

+
jr+jl

2
, h=

h %w
Ns

+
hr+hl

2
(54)

and jl=2(6−1)/Ns−1, hl=2(w−1)/Ns−1, jr=jl+DS, and hr=hl+DS. Integrals for
each (6, w) combination in Equation (53) are calculated with the Gauss–Legendre quadrature
method, as in Equation (35).

2.5. Higher-order tangential deri6ati6es

Higher-order derivatives, with respect to tangential directions s and m, of the geometry and
field variables are needed for the expression of coefficients in Taylor series expansions (11) and
(12), used for the time updating of free surface nodes. Tangential derivatives are also needed
on wavemaker boundary nodes for the expression of boundary conditions such as Equation
(14).

As discussed above, a BEM discretization is defined within each 3D-MII boundary element
to calculate boundary integrals, by way of a curvilinear change of variables to the reference
element Gj,h. For the calculation of higher-order tangential derivatives at discretization nodes,
a specific local fourth-order interpolation is defined, in a way similar to the sliding polynomial
used by Grilli et al. [18] in their two-dimensional model. In the three-dimensional model, a
bi-quartic local interpolation, based on the product of two one-dimensional, fourth-order,
5-node shape functions, S %c(m) (m� [−1, +1]; c=1, . . . , 5), is defined over a 5×5 node
local/sliding grid to calculate derivatives at one node of the grid (usually the central node;
Figure 4). Variations of the geometry and field variables are thus locally defined by

x(j, h)=Sj(j, h)xj (55)

Figure 4. Sketch of local interpolation by fourth-order two-dimensional sliding polynomials of (j, h), for
calculating tangential derivatives in curvilinear axes (s, m, n) at point r of the boundary. The case with
a boundary edge located to the left of the considered area and j=8 is plotted as an example, for which

jb= −1/3 and hd=0.
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6(j, h)=Sj(j, h)6j (56)

where j=1, . . . , 25; 6 denotes f, (f/(n, or (f/(t, and the two-dimensional shape functions
are defined by

Sj(j, h)=S %b(j)S %d(h) (57)

with b and d=1, . . . , 5; j=5(d−1)+b. For more efficiency in the model, values of shape
functions Sj and their first and second partial derivatives with respect to j and h (calculated
by differentiation of Equation (57)) are precalculated for j=1, . . . , 25, at all points (jb, hd) of
the local grid (for b, d=1, . . . , 5).

As in the BEM discretization, a local curvilinear co-ordinate system is defined at each
boundary node (s, m, n) by equations similar to Equations (23)–(27). Derivatives of f and
(f/(t with respect to normal direction n are obtained by solving the BIE (5) for f and (f/(t.
Derivatives of the geometry and field variables with respect to tangential directions s and m are
computed at boundary nodes, by differentiating Equations (55) and (56) and taking the value
for j=h=0, in general, or any other location in the grid (jb= (2b−6)/4, hd= (2d−6)/4), for
nodes located close to boundary edges. We define the following notations:

( )s
(

(s
=

1
h1

(

(j
, ( )m

(

(m
=

1
h2

(

(h
, and ( )n

(

(n
(58)

and

( )ss
1
h1

2

(2

(j2 , ( )sm
1

h1h2

(2

(j (h
, and ( )mm

1
h2

2

(2

(h2 (59)

Based on Equation (1) and with notations (58), the particle velocity is expressed in the local
co-ordinate system on the boundary by

u=9f=fss+fmm+fnn (60)

where fs and fm denote tangential velocities in the s=xs and m=xm directions respectively
(Equations (24) and (58)), and n=s×m. Laplace’s equation (2) is similarly expressed and,
after some transformations, leads to

(2f

(n2 = −fss−fmm+fs{xss ·s−xsm ·m}+fm{xmm ·m−xsm ·s}+fn{xss ·n+xmm ·n}

(61)

Note the last term in curly brackets represents the sum of curvatures in two orthogonal
directions. By applying the material derivative to Equation (60), after some calculations the
particle acceleration is similarly expressed in the local co-ordinate system on the boundary by
(where all indices represent partial derivatives)
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Du
Dt

=s{fts+fsfss+fmfsm+fnfns−f s
2{xss ·s}+fm

2 {xmm ·s}−fnfm{xsm ·n}}

+m{ftm+fsfsm+fmfmm+fnfnm+f s
2{xss ·m}−fm

2 {xmm ·m}−fnfs{xsm ·n}}

+n{ftn+fsfns+fmfnm−fn{fss+fmm}+f s
2{xss ·n}+fm

2 {xmm ·n}

+2fsfm{xsm ·n}+fn
2{xss ·n+xmm ·n}+fnfs{xss ·s−xsm ·m}

+fnfm{xmm ·m−xsm ·s}} (62)

With Equation (6), the second-order term in the Taylor series expansion (11) is given by
Equation (62), whereas with Equation (7), the second-order term in Equation (12) is given by

D2f

Dt2 = −gw+u ·
Du
Dt

−
1
r

Dpa

Dt
(63)

where Equations (60) and (62) are used to calculate the second term on the right-hand side,
and w denotes the vertical particle velocity.

Finally, for a wavemaker boundary using Equations (8) and (60), Equation (14) becomes

(2f

(t (n
=

d(up ·n)
dt

−fsfns−fmfnm−fnfnn on Gr1(t) (64)

Laplace’s equation in the form of Equation (61) can be used to express the last term in
Equation (64). For a plane solid wavemaker paddle, for instance, we get

(2f

(t (n
= (u; p ·n)+

�
up ·

dn
dt
�

+ (up ·n){fss+fmm}−fsfns−fmfnm (65)

on Gr1(t), where u; p=dup/dt denotes the absolute wavemaker acceleration and dn/dt=v×n,
for a plane wavemaker rotating with angular velocity v.

2.6. Free surface node regridding

In the study of overturning waves, it is desirable to have a means of refining the mesh
discretization in areas of formation of breaker jets prior to their occurrence. In two-
dimensional studies this was done by implementing a node regridding method in which a
specified number of nodes were regridded at constant arc-length value in between two nodes
selected on the free surface [22].

In the present three-dimensional case, a two-dimensional regridding method is implemented
based on the same principle. However, here the method assumes a single-valued free surface
h(x, y) at the time of regridding, with a new mesh (xi

n, yi
n) (with i=1, . . . , Nf; and Nf the

number of nodes in the new mesh on the free surface) being defined with constant Dx and Dy
intervals. The first step is to locate in which 3D-MII element k, in the old mesh free surface,
each new node is located. Then we solve the following simultaneous polynomial equations for
(jn, hn):
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xi
n−Nj(jn, hn)xj

k=0 and yi
n−Nj(jn, hn)yj

k=0 (66)

for j=1, . . . , m. This is done iteratively with a Newton–Raphson method. New free surface
elevations zn

i and field variables 6 i
n are finally calculated (with 6=f or (f/(n) as

z i
n=Nj(jn, hn)z j

k and 6 i
n=Nj(jn, hn)6 j

k (67)

Computations are updated to the next time step based on the new fields, x, f, and (f/(n,
regridded on the free surface.

2.7. Selection of mesh and time step size

Numerical errors in the model are a function of the size (i.e., distance between nodes) and
degree (i.e., quadratic, cubic, . . . ) of the boundary elements used in the spatial discretization,
both of which control the accuracy of the BEM solution of Laplace’s equation (2), and of the
size of the selected time step, Dt, which controls the accuracy of the time stepping method
(O[(Dt)3] in Equations (11) and (12)).

2.7.1. Adapti6e time stepping. Thus, in each application, mesh and time step sizes must be
properly selected in the model to ensure both an accurate numerical solution of governing
equations and sufficient spatial and temporal resolution of the physical phenomena one wishes
to analyze. Since for water waves such phenomena usually dynamically evolve as a function of
the solution itself (e.g., breaker jets), mesh and time step sizes must be gradually adapted
throughout computations.

In the present method, unless regridding is used mesh size is automatically adjusted in the
MEL time updating. For instance, discretization nodes identical to fluid particles gather in
regions of flow convergence. Thus, to adjust the time step, Grilli et al. [22,46] introduced an
adaptive time stepping method in their two-dimensional model. By computing the propagation
of fully non-linear solitary waves (Tanaka [49]) over constant depth in the model, for many
spatio-temporal discretizations, they showed that an optimal mesh Courant number C0 exists
for which numerical errors on mass and energy conservation reach a minimum (see next
section). Therefore, at all times they adaptively selected the time step as

Dt=C0

D�r �min


gh
(68)

where D�r �min denotes the instantaneous minimum distance between nodes on the free surface,
and h is a characteristic depth. For 2D-MII elements, Grilli and Subramanya [22] showed that
C0#0.4.

Since the present three-dimensional model uses similar numerical methods as in the
two-dimensional model, the ‘adaptive time stepping’ method defined by Equation (68) is also
used here. Tests of numerical accuracy as a function of mesh and time step size for 3D-MII
elements are presented in the applications below for the propagation of a fully non-linear (i.e.,
numerically exact) solitary wave over constant depth.
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2.7.2. Global assessment of numerical accuracy. At each time step, mass and energy conserva-
tion must be globally satisfied in the computational domain. Hence, measures of how well
these are conserved provide a quantification of numerical accuracy as a function of spatial and
temporal discretization parameters.

For r=cst, one can quantify errors on conservation of mass at all times by

oV(t)=
V(t)−V0

V0

, with V(t)=
&

V(t)

dV=
&

G(t)

z(ez ·n) dG (69)

where ez denotes the vertical unit vector and V0 the initial domain volume at t=0. One can
also check that the continuity equation (2) is accurately satisfied by calculating

oC(t)=
Dt
V0

&
G(t)

(f

(n
dG (70)

Kinetic energy in the computational domain is calculated as

eK(t)=
1
2

r
&

V(t)

(9f ·9f) dV=
1
2

r
&

G(t)

f
(f

(n
dG (71)

where an integration by part has been performed, and both the divergence theorem and
Equation (2) have been used. Potential energy in the computational domain is calculated as

eP(t)=rg
&

V(t)

z dV=
1
2

rg
&

G(t)

z2(ez ·n) dG (72)

If there is no energy input, e.g., due to a wavemaker motion, total energy must be conserved
in the computational domain. Errors on total energy conservation can thus be quantified at all
times by

oE(t)=
)E(t)−E0

E0

)
with E(t)=eK(t)+eP(t) (73)

where E0 is the initial total energy in the domain.
Equations (69) and (72), however, include volume and potential energy for the whole

domain. In some cases, such as for solitary waves, it is more useful to check these with respect
to the free surface. Hence, based on these equations the error on conservation of volume with
respect to z=0 reads

om(t)=
)m(t)−m0

m0

)
with m(t)=

&
Gf(t)

z(ez ·n) dG (74)

where m0 is the initial wave volume in the domain. Potential energy with respect to z=0 reads
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eP 0
(t)=

1
2

rg
&

Gf(t)

z2(ez ·n) dG (75)

Hence, errors on total energy conservation for the wave motion can be quantified at all times
by

oe(t)=
)e(t)−e0

e0

)
with e(t)=eK(t)+eP 0

(t) (76)

where e0 is the initial total wave energy in the domain.

3. APPLICATIONS

3.1. Solitary wa6e propagation o6er constant depth: determination of optimal Courant number

As was done in the two-dimensional models by Grilli et al. [22,46], the optimal mesh Courant
number C0 for the 3D-MII elements—corresponding to minimum numerical errors for a given
discretization resolution—is found by computing the propagation of numerically exact solitary
waves over constant depth h0. Such solitary waves should keep permanent form, celerity,
constant volume m above z=0, and total energy e, while propagating in the model. Hence,
numerical errors in the computations give a measure of discretization and time step effects on
global numerical accuracy.

Figure 5 shows the sketch for the three-dimensional model set-up. The domain length is 15
times the depth h0 and its width is set to 2h0. Two-dimensional solitary waves are obtained
using the fully non-linear method by Tanaka [49]. These are made three-dimensional by
specifying the two-dimensional profiles for each vertical cross-section of the three-dimensional
discretization. Waves are initially defined by their shape h, potential f and (f/(n on the free
surface, at time t %= t
g/h0=0 (see Reference [46] for details; note in the following dashes
denote non-dimensional variables for which length is scaled by h0 and time by 
h0/g). A
strongly non-linear wave of height H %0=0.6 is initially specified, with its crest located at

Figure 5. Sketch for the propagation of a ‘Tanaka’ solitary wave of initial height H0 over constant depth
h0 in the 3D-NWT. Note only the vertical cross-section at y=0 is shown in the figure, with (a) initial

wave profile at t0%=0, (b) intermediate wave profile, (c) final wave profile at t f%=4.
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x %=5.5, and propagated in various spatio-temporal discretizations. For this wave, Tanaka’s
method provides, m %0=3.87765 and e %0=1.58547.

Three different spatial discretizations are used in the computations, with initial distances
between nodes Dx %0=0.25, 0.33, and 0.50 respectively (Mx=60, 45, and 30), and Dy %0=0.50
(My=4) on the free surface Gf and bottom Gb; Dz %0=0.25 (Mz=4) on the lateral boundaries
Gr1 and Gr2. Ten Gauss points are used per direction in the integrations (NL=10) and adaptive
integration is specified in corner/edge elements. The Courant number is successively set to
C0=0.3, 0.4, 0.5, and 0.6, thus defining 12 computational cases. This leads to initial time steps
in between Dt %0=0.075 and 0.30; the time step is then adapted in time based on Equation (68)
as a function of the minimum instantaneous distance between nodes on the free surface.
Computational errors on mass and energy conservation: om(t) and oe(t) (Equations (74) and
(76)) are calculated as a function of time for the propagation of the wave over four
dimensionless time units, t %f=4, representing a varying number of time steps in each case. This
also corresponds to a horizontal distance about five times the depth. Maximum relative errors
on wave shape were also calculated for each case and found to follow the same trend while
always being smaller or equal to errors on wave mass. Hence, these errors are not shown in
detail here, but clearly indicate that the calculated wave shape converges well with grid size in
this application. Finally note the initial wave used in the model is truncated at x %=0, where
the free surface elevation is h %=0.0057. This results in slightly smaller initial wave volume and
total energy than Tanaka’s values; these reduced values are used in the calculation of relative
numerical errors.

Computational errors are shown in Figure 6 for the 12 computed cases. Mean, r.m.s., and
maximum error curves are given as a function of the spatial discretization resolution and
Courant number. We first see that, in general, the smaller Dx %0, the smaller the numerical
errors. This indicates the convergence of results in the 3D-NWT with an increased resolution
of the discretization (i.e., with NG or MG); more specifically, we see that there is more than one
order of magnitude gain in accuracy when Dx %0 is divided by two. Now, varying the mesh
Courant number (i.e., the time step) for a given Dx %0 we see that in many cases one or the other
type of errors, om or oe, decreases with C0. In each case, however, an optimal region with
minimal errors is reached for either type of error around C0=0.4–0.5. For smaller C0, global
errors probably re-increase due to the accumulation of round-off and truncation errors when
using too many small time steps. Hence, for optimum accuracy and efficiency of computations,
the Courant number should be specified to, say, C0#0.45 in the model (this is close to the
value obtained by Reference [22] for their 2D-NWT). Looking at error curves, however, it is
clear that small variations around this value should not affect accuracy too much.

Finally, it should be mentioned that computational times were 630, 353, and 222 s of CPU
per time step (on a Mac PowerBook G3-266MHz) for Dx %0=0.25, 0.33, and 0.50 respectively,
i.e., NG=1270, 970, and 670, or MG=992, 752, and 512. This indicates that, with respect to
the coarser discretization (0.5), CPU time increases proportionally to roughly the power 1.3
and 1.6 of the ratio of numbers of nodes or elements for Dx %0=0.33 and 0.25, respectively. The
solution of the algebraic system in this implementation of the 3D-BEM model is direct and,
hence, takes a CPU time proportional to the cube of the number of nodes in the discretization.
Thus, the smaller exponent values obtained here indicate that the most time consuming part in
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Figure 6. Relative numerical errors (×104) on: (a) volume conservation and (b) energy conservation. �,
Mean errors; 	, r.m.s. errors; and �, maximum errors for the propagation of an exact solitary wave of
initial height H0%=0.6 over constant depth, in the 3D-NWT (Figure 5): for Dx0%=0.25 (—), 0.33 (- - -),

and 0.50 (– - – ), as a function of the Courant number, C0.

the computation is the assembling of the system matrix, through numerical integration, for
which CPU time is proportional to the number of elements MG (i.e., also roughly NG). For
much larger discretizations, however, it would be expected that the (direct) solution of the
algebraic system take an increasingly larger part of the total CPU time (see last application).

3.2. Solitary wa6e shoaling o6er a plane slope: comparison with results in a 2D-NWT

Grilli et al. [5,6] calculated the shoaling and breaking of solitary waves over plane slopes in
their 2D-FNPF-NWT and compared results with detailed laboratory experiments. They
showed that computations of surface elevations matched experimental results within 2 per cent,
up to the breaking point.

Similar computations are made here, in a narrow 3D-NWT of width 2h0, having no
geometric variation in the transversal y-direction. A plane slope, s=1:15, is specified in the
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Figure 7. Sketch for the propagation of an exact solitary wave of initial height H0 in depth h0 over a
plane slope s in the 3D-NWT. Note only the vertical cross-section at y=0 is shown on the figure and,

for convenience, the slope has been truncated at x=x2, with x1=x0+d0 and x2=x1+ (h0−h2)/s.

domain, starting at x %1=d %0=5.4 and truncated at x %2=18 with a depth of h %2=0.16 (Figure 7).
The initial wave is the same as the ‘Tanaka’ solitary wave used before, with H %0=0.6 and its
crest is initially located at x %=5.5 for t %=0 (i.e., with its front part located slightly above the
slope in order to somewhat save on the domain size). The initial BEM discretizations has
60×4 quadrilateral elements in the x- and y-directions respectively (Dx %0=0.30 and Dy %0=
0.50), on the bottom and free surface boundaries. The lateral boundaries Gr2 have grid lines
connecting the free surface and bottom edge nodes, with four elements specified in the vertical
direction along each pair of connecting lines. The total number of nodes in the NWT is
NG=1270 and the number of quadrilateral MII elements is MG=992. The initial time step is
set to Dt %0=0.14 (C0=0.47).

Figure 8 presents results of computations after 122 time steps, at t %=7.551. At this time,
numerical errors on wave mass and energy conservation are quite small, with om=0.056 per
cent and oe=0.117 per cent. Due to node convergence at the wave crest, according to Equation
(68), the time step has reduced to Dt %=0.0259. The wave has shoaled up the slope and
propagated to the right of the NWT; its front face reaches an almost vertical tangent at the

Figure 8. Shoaling of an exact solitary wave of initial height H0%=0.6 over a 1:15 slope (Figure 7). Free
surface elevation calculated at t %=7.551. The wave crest is located at x %=5.5 for t %=0. The grid shows
the BEM discretization with 60×4 quadrilateral elements on the free surface (Dx0%=0.3 and Dy0%=0.5).
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Figure 9. Comparison of three-dimensional (—�—) and two-dimensional (---) results [6] for the
shoaling of a solitary wave of height H0%=0.6 over a slope s=1:15. With x¦=x %−x1% (Figure 7) and

times t %= (a) 7.551 (as in Figure 8) and (b) 8.163 (as in Figure 10).

crest, with H %=0.679 at x %=15.64. For a given x %, results are identical within four significant
figures for nodes in the y-direction.

Figure 9 presents a comparison of a vertical cross-section in the three-dimensional results, at
y %=0 (horizontally shifted to x¦=x %−x %1), with two-dimensional results calculated by Grilli
et al. [6]. Curve (a) is the same case as in Figure 8 and corresponds to the break point in the
two-dimensional model, i.e., a vertical tangent on the front face. The agreement between three-
and two-dimensional results is quite good for curve (a), except at the tip of the crest. This is
despite the coarser discretization in the 3D-NWT, which has a resolution about two times less
in the x-direction than in two-dimensional calculations. This lower resolution implies that the
wave crest is less resolved in three-dimensional calculations and hence leads to the observed
discrepancies.

Computations can be pursued slightly further than the stage of curve (a) with sufficient
accuracy. Figure 10 shows the wave computed after 154 time steps of propagation; at
t %=8.163 the wave crest starts overturning. At this stage, errors on wave mass and energy
conservation are still small, with om=0.106 per cent and oe=0.351 per cent, and the time step
has reduced to Dt %=0.0085. Figure 9 curve (b) shows the cross-section of these results at
y %=0; two-dimensional results are again shown for comparison. Despite the lower resolution,

Figure 10. Same case as Figure 8. Free surface elevation calculated at t %=8.163.
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the agreement of three- and two-dimensional results is still good for this overturning wave.
Beyond the stage of Figure 10, however, three-dimensional computations quickly fail as
elements start overlapping on the lateral vertical boundaries at y %=91. This limitation could
be eliminated by implementing appropriate regridding techniques for the elements on the
sidewalls of the NWT.

3.3. Solitary wa6e shoaling o6er a sloping ridge

3.3.1. Lateral speed of propagation of wa6e o6erturning. Earlier applications were three-
dimensional but showed no variation of results in the y-direction due to the y-homogeneous
bottom topography. A three-dimensional overturning wave is now produced in a wider NWT
of width 4h0 in the y-direction, having a sloping ridge at its extremity. The ridge starts at
x %=5.225 and has a 1:15 slope in the middle (y=0), tapered in the y-direction by specifying
a depth variation proportional to sech2(ky) (Figure 11). The ridge is truncated at x %=19,
where the minimum depth is h %=0.093 in the middle part (y %=0) and the maximum depth is
h %=0.619 on the sides (y %=92, for k=0.5), which corresponds to a 1:36 minimum slope.
The initial wave is the same the ‘Tanaka’ solitary wave as before, with H %0=0.6, and its crest
is initially located at x %=5.7 for t %=0.

A coarse initial BEM discretization is selected for the bottom and free surface, with 40×8
quadrilateral elements in the x- and y-directions respectively (Dx %0=0.475 and Dy %0=0.50; see
grids shown in Figures 11 and 12). The lateral boundaries have grid lines connecting the free
surface and bottom edge nodes, with four elements specified in the vertical direction along
each pair of connecting lines. The total number of nodes in the NWT for this case is NG=1238
and the number of quadrilateral MII elements is MG=1024 (600 s of CPU per time step on
the G3-266). The initial time step is set to Dt %0=0.214 (C0=0.45).

Figure 11. Bottom topography and its BEM discretization for the shoaling of a solitary wave over a
ridge modeled as a sloping bottom s=1:15, with a lateral sech2(ky) modulation (k=0.5 in this figure).
The grid shows a BEM discretization on the bottom, with 40×8 quadrilateral elements (Dx0%=0.475 and

Dy0%=0.50).
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Figure 12. Free surface shape at t %=6.00 for the propagation of an exact solitary wave of height
H0%=0.6 over a ridge (see Figure 11) in a 3D-NWT with 40×8 quadrilateral elements on the free surface

(initial discretization). The wave crest is located at x %=5.7 for t %=0.

In this application, wave overturning eventually occurs and leads to a large increase in
numerical errors, due to the strong convergence of nodes and the gradual loss of accuracy of
numerical integrations in the overturning jet. (This is similar to results obtained in the
2D-NWT by Grilli and Subramanya [22].) In the analyses, results will be deemed acceptable
when numerical errors are less than 1 per cent. Computations will first be performed in the
initial discretization up to reaching these maximum errors (t %58.788). To refine the BEM
discretization resolution in the region where wave overturning occurs, without an unnecessary
large increase in the total number of nodes, regridding of the extremity of the NWT to a finer
discretization will be performed for results obtained at an earlier time, when errors are very
small (t %=6.000) and computations restarted up to again reaching the maximum errors.

Figure 12 shows results of computations in the initial discretization after 51 time steps, at
t %=6.000, corresponding to the stage at which regridding is specified. At this time, numerical
errors on wave mass and energy conservation are quite small, with om=0.065 per cent and
oe=0.045 per cent. Figure 13 shows results obtained after 103 time steps in the same
discretization (t %=8.788). At this time, numerical errors are om=0.248 per cent and oe=0.865
per cent, i.e., close to the admissible maximum value for the latter one. Due to the node
convergence at the wave crest, the time step has reduced to Dt %=0.0096. The wave has
propagated to the far right of the NWT, and its front part starts overturning in the middle
shallower part of the tank (y %=0), with H %=0.700 at x %=17.010.

Regridding is applied at t %=6.000, when the wave crest is located at x %=14.203 and
H %=0.644, i.e., much before the wave starts overturning (Figure 12). The discretization is
increased to 40×10 quadrilateral elements on the free surface and bottom boundaries, for
x %=8.075–19, and nodes are regridded to constant intervals (with Dx %0=0.273 and Dy %0=
0.40). The total number of nodes in the NWT is now NG=1422 and the number of
quadrilateral MII elements is MG=1200 (735 s of CPU per time step on the G3-266). The
initial time step after regridding is set to Dt %=0.123 (C0=0.45). Figure 14 shows the wave
computed after 130 time steps in the regridded discretization at t %=9.196; the final time step
has reduced to Dt %=0.0051. At this stage, the error on wave energy conservation reaches the
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Figure 13. Same case as in Figures 11 and 12. Wave shape calculated at t %=8.788 in the initial
discretization (3D-NWT with 40×8 quadrilateral elements on the free surface for x %]0).

maximum, with oe=1.012 per cent and om=0.164 per cent. In fact, overturning has already
reached the NWT sidewalls (y %=92), on which elements start wrapping; hence, computations
cannot be pursued much beyond this stage. (This limitation again could be eliminated by either
using proper regridding on the sidewall boundaries or by using an even wider NWT, in which
wave overturning would occur for a longer time in the middle part of the wave, before
reaching the sidewalls; see next application.) Comparing Figures 13 and 14 we see that by
using regridding, wave overturning is both calculated for a longer time and with a finer
resolution within the same maximum numerical errors.

Figure 14. Same case as in Figures 11 and 12. Wave shape calculated at t %=9.196 in the regridded
discretization (3D-NWT with 40×10 quadrilateral elements on the free surface for x %]8.075).
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Figure 15. Vertical cross-sections shifted to x¦=x %−x1% (x1%=5.225) at y %=0 (—�—) and y %=92
(---) for the wave overturning over a sloping ridge, calculated in the regridded discretization with 40×10
quadrilateral elements on the free surface and bottom boundaries. Times of curves are (a) 8.485,
(b) 9.005, (c) 9.196. Symbols (�) mark BEM nodes and lower straight lines show bottom cross-sections.

A problem of great scientific interest is to calculate at which speed wave overturning, i.e.,
breaking laterally propagates in the NWT. To do so, overturning is defined as the instant
where the wave front face reaches a vertical tangent, and such occurrences are tracked in the
results. Figure 15 shows results of this analysis. Curves (a) show vertical cross-sections at
y %=0 and y %=92, at the time t %=8.485, when overturning first occurs in the shallower
middle part of the NWT, with H %=0.701 at x %=11.761; the wave is still quite far from
overturning along the deeper sidewalls. Curves (b) show similar results at time t %=9.005, when
overturning first occurs along the sidewalls, with H %=0.706 at x %=12.199; the wave now has
a well-defined breaker jet in the middle part. Finally, curves (c) show the last computed stage
of Figure 14. Using results of curves (a) and (b), we calculate c %b=3.847, as the non-
dimensional lateral mean speed of propagation of the breaking front, from y %=0 to 92.

Note that the actual boundary geometry in the BEM discretizations is much smoother than
shown in Figures 11–14, where only linear interpolation was used, whereas the actual
geometry is piecewise cubic.

3.3.2. Con6ergence of results with grid size. The previous results show that large scale
three-dimensional overturning waves can be accurately calculated in the NWT. It is important,
however, to also assess how such results vary as a function of the resolution of the free surface
discretization, i.e., whether convergence and stability of numerical results is achieved in the
NWT.

These properties were already well verified in the first application, for permanent form
solitary waves over constant depth. Figure 6, for instance, shows that numerical errors on
wave mass and energy decrease with a decreasing spatial step Dx %0, i.e., an increased resolution
of the discretization, when the time step is such that the Courant number is around the optimal
value (#0.45). (Note this is also the case for all later applications due to the use of adaptive
time stepping.)

A detailed analysis of result convergence and stability with grid size is now performed for a
case similar to the previous application, i.e., a solitary wave of initial height H %0=0.6 shoaling
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and overturning over a sloping ridge. To delay the problem of elements wrapping on the
sidewalls, a wider NWT of width 8h0 is used. The ridge still has a sech2(ky) variation but we
set k=0.25, which leads to the same depth variation as before in the middle of the tank
(y %=0) and on the sidewalls (y %=94). Three discretizations are used: (a) a coarse one with
40×8×4 elements in the x-, y-, and z-directions respectively, which is used for all t %]0; (b)
a medium one with 40×20×4 elements, used for t %]6.05, obtained by regridding results of
discretization (a) for x %]8.075; and (c) a finer discretization with 50×20×4 elements at
t %=0, regridded to 60×30×4 elements for t %]5.77 and x %]8.075. Numerical data for the
three discretizations are given in Table I. Note, discretizations (a) and (b) were run on a Mac
G4-450 MHz computer, using a direct solver in the BEM model, and discretization (c) was run
on a CRAY-C90 computer, using an iterative solver (GMRES) and a vectorized version of the
software (see Table I for CPU times).

Free surface elevations computed at t %=8.25, in the three discretizations, are shown in
Figure 16; at this time, maximum numerical errors are much less than 1 per cent (Table I), and
free surface elevations appear smooth (despite the linear interpolation in the plotting al-
gorithm), indicating a good stability of results. Results show that the three-dimensional
breaker jet is increasingly better resolved as the discretization is increased. Computational
errors on wave mass and energy are also smaller, the finer the discretization (Table I). In all
three discretizations, however, errors become larger for later times and numerical instabilities
eventually occur at the tip of the breaker jets when, due to flow convergence, nodes become
too close to each other for the integrals to be accurately calculated (unless a prohibitive
number of subdivisions is used in the adaptive integrations) and the time step becomes
extremely small. Instability occurs in discretization (a) at t %\8.40, (b) at t %\8.25, and (c) at
t %\8.57 due to node convergence. In the latter case, however, numerical errors are still quite
small with om=0.017 per cent and oe=0.42 per cent, for Dt %=0.0034, and Figure 17 shows the
free surface computed at this stage. A finely resolved three-dimensional overturning jet can be
seen on the figure.

To assess result convergence, Figure 18 compares vertical cross-sections in the results of
Figure 16, for the three discretizations at t %=8.25, for y %=0 and y %94 (curves (a)).
Cross-sections in final results for discretization (c) at t %=8.57 (Figure 17) are also shown
(curves (b)). The good convergence of results with the discretization is quite clear on the figure.

Table I. Numerical data for discretizations (a), (b), and (c) used for computing solitary wave shoaling
over a ridge

Discretization t %fNG MG Dx %0 Dy %0 CPU/step Steps om (%) oe (%)
(elements)

8.25(a) 40×8×4 1238 1024 0.475 1.000 3.0% (G4) 94 0.160 0.540

0.515(b) 40×8×4 6.051238 1024 0.475 1.000 3.0% (G4) 52 0.058
8.250.6770.07095(b) 40×20×4 14.4% (G4)0.4000.27320802342

0.012 0.035 5.77(c) 50×20×4 2862 2560 0.380 0.400 9.4% (CR) 70
0.18243204702 8.250.2600.01512020.9% (CR)(c) 60×30×4 0.267

In each case Dt %0=0.45Dx %0; t %f indicates the time for which maximum errors are given. G4, Mac G4-450MHz
computer (132 Mb used for execution); CR, CRAY-C90 computer (829 Mb used for execution).
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Figure 16. Free surface shape computed at t %=8.25 for the propagation of an exact solitary wave of
height H0%=0.6 over a slopping ridge (see Figure 11), in the 3D-NWT with discretizations (a), (b), and

(c) (Table I). The wave crest is located at x %=5.7 for t %=0.
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Figure 17. Same case as in Figure 16(c) at t %=8.57.

Figure 18. Same case as in Figures 16 and 17. Vertical cross-sections in surface elevations and bottom
topography at t %=8.25 (curves a) and t %=8.57 (curves b) shifted to x¦=x %−x1% (x1%=5.225) for
(a) y %=0, and (b) y %=94 and discretizations (Table I): (— -2- —; a), (---	---; b), and (—�—; c).

Symbols denote discretization nodes.
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All results agree well with each other, particularly in the back of the wave and in the
overturning jet. Even the very coarse discretization (a) is able to predict quite well the shape
of the overturning wave. Curves (b) show how nodes/elements become very dense at the wave
crest and in the breaker jet, eventually leading to quasi-singularities in the integrations.

4. CONCLUSIONS

An accurate and efficient 3D-NWT was developed, implemented, and tested. Overall, results
obtained in this study show a better stability and numerical accuracy than in previous attempts
reported in the literature of calculating such strongly non-linear three-dimensional surface
waves. Large scale wave overturning over arbitrary bottom topography is calculated which, to
our knowledge, was never successfully achieved in a general 3D-NWT. An interesting physical
result is the speed of lateral propagation of wave breaking; this will be further investigated in
future studies.

More specifically, in the reported applications, global accuracy of computations in terms of
conservation of wave mass and energy is always very good and the computed wave shape
converges well with the grid size, particularly in the overturning region. No numerical
problems are experienced at boundary intersections (corners/edges) of the computational
domain (e.g., as in Romate [34]), nor are sawtooth instabilities observed at the grid wave-
length, with growing time. No smoothing is thus required to stabilize the solution (e.g., as in
Xü and Yue [35,36]). When regridding is used, it is simply to introduce more nodes/fluid
particles in selected areas of the free surface, to provide more resolution; the solution at the
current time step is simply reinterpolated but not modified and hence this does not constitute
smoothing (i.e., filtering). Different interpolation methods are used for the BEM computations
and for calculating the tangential derivatives required for time stepping, but this does not
constitute (explicit) smoothing either. Note only a few hundred time steps were run in the
3D-NWT for these applications, but similarly accurate and stable results were observed in
Grilli et al.’s 2D-NWT, which is based on similar algorithms, for computations covering
several thousands of time steps.

As in earlier two-dimensional applications [18,22,46], which showed similar accuracy and
stability properties, we believe that the accuracy and stability of the three-dimensional model
results from both the higher-order BEM method, with C2 local inter-element continuity, which
ensures a very accurate solution of Laplace’s equation at every time step, and the explicit time
stepping method based on second-order Taylor series, which include higher-order spatial
derivatives to calculate the new position of a node at the next time step. This method had been
shown in two dimensions to be more stable, accurate, and efficient than predictor–corrector
methods, which simply extrapolate the position of each node, based on earlier locations on its
own trajectory, without any effect of neighboring nodes (i.e., spatial variations); this more
easily leads to sawtooth instabilities. We find that the same holds true for the three-dimen-
sional model. As pointed out by Xü and Yue [36], such strongly non-linear surface wave
problems require very accurate numerical methods in all respects, to prevent errors from
growing in time, through non-linear interactions, and leading to the numerical instability of the
solution. Here, even after almost 200 time steps (last application) no significant error is
observed for mass and energy conservation, without need for smoothing the solution.
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Finally, as mentioned before, these are quite demanding numerical computations. In the
present study, the focus was on developing and validating the 3D-NWT and no specific
attempt was made to optimize the solution for very large problems, such as dividing the
domain in sub-regions (Wang et al. [50]), except that the more efficient GMRES iterative
solver was used for the larger BEM systems of equations (as, e.g., in Xü and Yue [35,36] or
Ferrant [39]) and the software code was optimized for the CRAY-C90 supercomputer. It
should be pointed out, however, that with the ever increasing power of microprocessors, even
problems with fairly large discretization sizes can still be run on desktop computers. For
instance, many of the computations reported in this paper were performed on a laptop Mac
PowerPC G3 computer (266 MHz, 64 Mb of RAM), on which the largest problem, with 1422
nodes, took about 12.25 min of CPU per time step and 49 Mb of RAM. Even larger problems
were run on a Mac PowerPC G4 computer (450 MHz, 1 Gb of RAM), which turned out to
be 3–4 times faster than the G3 and about half as fast as the CRAY-C90; the largest problem
run on the G4 had 2342 nodes and took about 14.40 min of CPU per time step and 132 Mb
of RAM. Since the computation time using the iterative solver and the NWT memory
requirement both grow with the power 2 or so of the number of nodes NG, it is anticipated that
with the present implementation of the model a problem with 6400 nodes could be run on the
G4 computer, using about 950 Mb of RAM and 105 min CPU per time step. For even larger
three-dimensional problems, much more important computer resources and/or use of optimiz-
ing techniques would be required. Clearly, even with faster algorithms, such computations
would require a supercomputer such as the CRAY-C90 or even a massively parallel
supercomputer.

It is anticipated that a fully optimized and vectorized/parallelized 3D-NWT will make it
possible to efficiently perform very large size computations, thus providing a great wealth of
new insight into the physics of three-dimensional breaking waves.
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