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Abstract: We are interested in the behavior of MCMC algorithms in high dimensions.
Results in the literature have shown that the ’vanilla’ Random Walk Metropolis scales
as 1/n, with n being the dimension of the state space. The so-called Metropolis-
adjusted Langevin algorithm scales as 1/n1/3, asitusesinformationaboutthegradientofthetargetdensity.WeconsideranMCMCalgorithmpopularamongstphysicists(butnotstatisticians) :
theHybridMonte−Carlo(HMC)algorithm.HMCscalesas1/n1/4.InconnectionwithrelatedresultsforotherMCMCalgorithms, forasimpleclassoftargetdistributionsweidentifyasingleasymptoticallyoptimalacceptanceprobabilityforHMC(whichis0.651, tothreedecimalplaces)irrespectivelyoftheparticularselectionoftargetdistribution.
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