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Gravitational Wave Sources

• This lecture will focus on gravitational wave sources. For 
each source type, we will discuss several aspects

- Source Astrophysics. Current evidence for and knowledge of 
progenitors, estimates of event rates.

- Detection. Which detectors, recent results from LIGO 
(where relevant).

- Science. What can we hope to learn about astrophysics from 
observations of these sources?

• Will also mention appropriate modelling techniques 
(without details) and relevant data analysis methods. The 
latter will be discussed in more detail in Lecture 3.



Gravitational Wave 
Sources:

Compact Binary 
Coalescence



Comparable Mass Compact Binaries

• The inspirals and mergers of compact binaries are some 
of the most important gravitational wave sources for both 
ground and space based detectors.

• Can categorize compact binaries in terms of their mass 
ratios

➡ Comparable mass compact binaries (CMCB). Two components 
are of similar mass. Divide into stellar mass comparable mass 
binaries for LIGO and intermediate mass/supermassive 
comparable mass binaries for LISA.

➡ Intermediate mass ratio inspirals. Mass ratios of 100-1000:1 for 
both LIGO (1:100) and LISA (1,000:1,000,000).

➡ Extreme mass ratio inspirals. Inspiral of a stellar mass object into 
a supermassive object, with mass ratio >10,000:1.



CMCB Inspirals for LIGO

• Mergers between compact remnants formed as endpoint 
of stellar evolution are an important source for LIGO.

• Stars are supported by nuclear burning for most of their 
lifetime - pp chain for low mass stars or CNO cycle for 
high mass.



Stellar Evolution

• As fuel runs out at a radius, the star collapses and heats 
up and then a new nuclear reaction takes over.

• Not energetically favourable for fusion after the Iron/
Nickel peak.



Stellar Evolution

• For low-mass stars, degeneracy pressure halts stellar 
collapse - helium or carbon/oxygen white dwarf.

• Heavier mass stars end up with an iron core and “onion” 
layer structure.



Stellar Evolution

• End state of evolution depends on mass

➡                 forms white dwarf. Degenerate core cools for 
eternity. Radius approximately 1% of solar radius. Maximum 
mass of a white dwarf is 1.4 solar masses (electrons become 
relativistic).

➡                              forms neutron star. Formed if core passes 
Chandrasekhar limit while still relatively cool or when high 
density leads to electron-capture reaction. Core collapses to 
nuclear density. Electrons and protons recombine to form 
neutrons, and neutrinos emitted. Often accompanied by 
supernova. Neutron star supported by neutron degeneracy 
pressure, typical radius is 10-15km. Mass                            .   

➡                           forms black hole. Formed when core suffers 
catastrophic loss of pressure (electron capture at high density, 
photo dissociation at high temperature) and NS exceeds mass 
limit. Can form by direct formation or fallback in supernova.

M � 8M�

8M� � M � 25M�

M ⇥ 1.4� 2M�

M � 25� 40M�



Endstate of Stellar Evolution

Endstate of stellar 
evolution at zero 
metallicity 
(Woosley and 
Heger 2002)
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Forming Comparable Mass Compact 
Binaries

• Need both components 
of a binary to form a BH 
or NS, and neither to be 
ejected in a supernova.

• Some physics poorly 
understood

• Common envelope 
evolution

• Kick imparted during a 
supernova explosion.

• Expect binaries to have 
circularized before 
entering LIGO band.



Astrophysical Evidence

• There is good observational evidence for all three types 
of remnant.

• White Dwarfs

➡ Isolated white dwarfs. Identified from spectral characteristics.

➡ Cataclysmic Variables. White dwarf accreting from main 
sequence companion.

• Neutron Stars and Black Holes

➡ Pulsars. Rotating Neutron Stars. Many detected, including some 
in binaries (and four NS-NS binaries).

➡ X-ray binaries. See X-ray emission from some binary systems. 
Caused by accretion onto very compact object (radius less 
than 100km). Can estimate masses in some circumstances. 
Inferred mass of accretor exceeds NS limit in ~20 cases.
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Astrophysical Evidence

• And now from LIGO!

GW170817



Detection

• These are sources for ground-based interferometers, i.e., 
LIGO/Virgo.

• Detection methods include matched filtering and 
unmodelled searches.

• Waveform modelling

- Post-Newtonian expansion for inspiral.

- Numerical relativity for merger/ringdown.

- Combined in IMR Phenom and EOB models.



Merger Rates

• LIGO observations have provided a measurement of the 
merger rate.
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FIG. 8. The cumulative (right to left) distribution of observed trig-
gers in the GstLAL analysis as a function of the log likelihood. The
best fit signal + noise distribution, and the contributions from signal
and noise are also shown. The shaded regions show 1s uncertain-
ties. The observations are in good agreement with the model. At
low likelihood, the distribution matches the noise model, while at
high likelihood it follows the signal model. Three triggers are clearly
identified as being more likely to be signal than noise. GW150914
stands somewhat above the expected distribution, as it is an unusu-
ally significant event – only 6% of the astrophysical distribution of
sources appearing in our search with a false rate of less than one per
century will be more significant than GW150914.

than was achieved in [42], due to the longer duration of data
containing a larger number of detected signals.

To do so, we consider two classes of triggers: those whose
origin is astrophysical and those whose origin is terrestrial.
Terrestrial triggers are the result of either instrumental or en-
vironmental effects in the detector, and their distribution is
calculated from the search background estimated by the anal-
yses (as shown in Fig. 3). The distribution of astrophysical
events is determined by performing large-scale simulations of
signals drawn from astrophysical populations and added to the
data set. We then use our observations to fit for the number of
triggers of terrestrial and astrophysical origin, as discussed in
detail in Appendix C. Figure 8 shows the inferred distributions
of signal and noise triggers, as well as the combined distribu-
tion. The observations are in good agreement with the model.

It is clear from the figure that three triggers are more likely
to be signal (i.e. astrophysical) than noise (terrestrial). We
evaluate this probability and find that, for GW150914 and
GW151226, the probability of astrophysical origin is unity
to within one part in 106. Meanwhile for LVT151012, it is
calculated to be 0.87 and 0.86, for the PyCBC and GstLAL
analyses respectively.

Given uncertainty in the formation channels of the various

Mass distribution R/(Gpc�3yr�1)

PyCBC GstLAL Combined
Event based

GW150914 3.2+8.3
�2.7 3.6+9.1

�3.0 3.4+8.6
�2.8

LVT151012 9.2+30.3
�8.5 9.2+31.4

�8.5 9.4+30.4
�8.7

GW151226 35+92
�29 37+94

�31 37+92
�31

All 53+100
�40 56+105

�42 55+99
�41

Astrophysical
Flat in log mass 31+43

�21 30+43
�21 30+43

�21
Power Law (�2.35) 100+136

�69 95+138
�67 99+138

�70

TABLE II. Rates of BBH mergers based on populations with masses
matching the observed events, and astrophysically motivated mass
distributions. Rates inferred from the PyCBC and GstLAL analyses
independently as well as combined rates are shown. The table shows
median values with 90% credible intervals.

BBH events, we calculate the inferred rates using a variety of
source population parametrizations. For a given population,
the rate is calculated as R = L/hV T i where L is the number
of triggers of astrophysical origin and hV T i is the population-
averaged sensitive space-time volume of the search. We use
two canonical distributions for BBH masses:

i a distribution uniform over the logarithm of component
masses, p(m1,m2) µ m1

�1m2
�1 and

ii assuming a power-law distribution in the primary mass,
p(m1) µ m�2.35

1 with a uniform distribution on the sec-
ond mass.

We require 5M�  m2  m1 and m1 +m2  100M�. The first
distribution probably overestimates the fraction of high-mass
black holes and therefore overestimates hV T i resulting in an
underestimate the true rate while the second probably over-
estimates the fraction of low-mass black holes and therefore
underestimating hV T i and overestimating the true rate. The
inferred rates for these two populations are shown in Table II
and the rate distributions are plotted in Figure 10.

In addition, we calculate rates based upon the inferred prop-
erties of the three significant events observed in the data:
GW150914, GW151226 and LVT151012 [140]. Since these
classes are distinct, the total event rate is the sum of the indi-
vidual rates: R ⌘ RGW150914 + RLVT151012 + RGW151226. Note
that the total rate estimate is dominated by GW151226, as it
is the least massive of the three likely signals and is therefore
observable over the smallest space-time volume. The results
for these population assumptions also are shown in Table II,
and in Figure 9. The inferred overall rate is shown in Fig. 10.
As expected, the population-based rate estimates bracket the
one obtained by using the masses of the observed black hole
binaries.

The inferred rates of BBH mergers are consistent with
the results obtained in [42] following the observation of
GW150914. The median values of the rates have decreased
by approximately a factor of two, as we now have three likely
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FIG. 9. The posterior density on the rate of GW150914-like BBH,
LVT151012-like BBH, and GW151226-like BBH mergers. The
event based rate is the sum of these. The median and 90% credi-
ble levels are given in Table II.
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FIG. 10. The posterior density on the rate of BBH mergers. The
curves represent the posterior assuming that BBH masses are dis-
tributed flat in log(m1)-log(m2) (Flat), match the properties of the
observed events (Event Based), or are distributed as a power law in
m1 (Power Law). The posterior median rates and symmetric 90%
symmetric credible intervals are given in Table II.

signals (rather than two) in three times as much data. Further-

FIG. 11. The posterior distribution for a in Eq. (7) using the in-
ferred masses for our three most significant triggers, GW150914,
LVT151012, and GW151226. The vertical line indicates the value of
a = 2.35 that corresponds to the power law mass distribution used to
infer the rate of BBH coalescence. This value is fully consistent with
the posterior, which allows a broad range of possible values with a
median and 90% credible interval of a = 2.5+1.5

�1.6.

more, due to the observation of an additional highly signifi-
cant signal GW151226, the uncertainty in rates has reduced.
In particular, the 90% range of allowed rates has been updated
to 9–240Gpc�3 yr�1, where the lower limit comes from the
flat in log mass population and the upper limit from the power
law population distribution.

With three significant triggers, GW150914, LVT151012,
and GW151226, all of astrophysical origin to high probabil-
ity, we can begin to constrain the mass distribution of coa-
lescing BBHs. Here we present a simple, parametrized fit to
the mass distribution using these triggers; a non-parametric
method that can fit general mass distributions will be pre-
sented in future work. Our methodology is described more
fully in Appendix D.

We assume that the distribution of black hole masses in co-
alescing binaries follows

p(m1) µ m�a

1 , (7)

with Mmin  m2  m1 and m1 +m2  100M�, and a uniform
distribution on the secondary mass between Mmin = 5M� and
m1. With a = 2.35, this mass distribution is the power law
distribution used in our rate estimation. Our choice of Mmin
is driven by a desire to incorporate nearly all the posterior
samples from GW151226 and because there is some evidence
from electromagnetic observations for a minimum black hole
(BH) mass near 5M� [82, 141] (but see [84]).

We use a hierarchical analysis [141–144] to infer a from
the properties of the three significant events — GW150914,
GW151226 and LVT151012 — where all three are treated
equally and we properly incorporate parameter-estimation un-
certainty on the masses of each system. Our inferred posterior
on a is shown in Fig. 11. The value a = 2.35, corresponding
to the power law mass distribution used above to infer rates
lies near the peak of the posterior, and the median and broad
90% credible interval is

a = 2.5+1.5
�1.6 . (8)

Overall: ~12-213 Gpc-3yr-1

(one merger per galaxy every 
50,000 to one million years. 



LIGO CMCB Inspiral Rates

Prospects for Observing and Localizing GW Transients with aLIGO, AdV and KAGRA 27

Table 3 Summary of a plausible observing schedule, expected sensitivities, and source localization with
the Advanced LIGO, Advanced Virgo and KAGRA detectors, which will be strongly dependent on the
detectors’ commissioning progress. Ranges reflect the uncertainty in the detector noise spectra shown
in Figure 1. The burst ranges assume standard-candle emission of 10�2 M�c2 in gravitational waves at
150 Hz and scale as E1/2

GW, so it is greater for more energetic sources (such as binary black holes). The BNS
localization is characterized by the size of the 90% credible region (CR) and the searched area. These are
calculated by running the BAYESTAR rapid sky-localization code (Singer and Price 2016) on a Monte
Carlo sample of simulated signals, assuming senisivity curves in the middle of the plausible ranges (the
geometric means of the upper and lower bounds). The variation in the localization reflects both the variation
in duty cycle between 70% and 75% as well as Monte Carlo statistical uncertainty. The estimated number of
BNS detections uses the actual ranges for 2015 – 2016 and 2017 – 2018, and the expected range otherwise;
future runs assume a 70 – 75% duty cycle for each instrument. The BNS detection numbers also account for
the uncertainty in the BNS source rate density (Abbott et al 2017a). Estimated BNS detection numbers and
localization estimates are computed assuming a signal-to-noise ratio greater than ⇠ 12. Burst localizations
are expected to be broadly similar to those derived from timing triangulation, but vary depending on the
signal bandwidth; the median burst searched area (with a false alarm rate of ⇠ 1 yr�1) may be a factor of
⇠ 2 – 3 larger than the values quoted for BNS signals (Essick et al 2015). No burst detection numbers are
given, since the source rates are currently unknown. Localization numbers for 2016 – 2017 include Virgo,
and do not take into account that Virgo only joined the observations for the latter part the run. The 2024+
scenario includes LIGO-India at design sensitivity.

Epoch 2015 – 2016 2016 – 2017 2018 – 2019 2020+ 2024+
Planned run duration 4 months 9 months 12 months (per year) (per year)

Expected burst range/Mpc
LIGO 40 – 60 60 – 75 75 – 90 105 105
Virgo — 20 – 40 40 – 50 40 – 70 80

KAGRA — — — — 100

Expected BNS range/Mpc
LIGO 40 – 80 80 – 120 120 – 170 190 190
Virgo — 20 – 65 65 – 85 65 – 115 125

KAGRA — — — — 140

Achieved BNS range/Mpc
LIGO 60 – 80 60 – 100 — — —
Virgo — 25 – 30 — — —

KAGRA — — — — —
Estimated BNS detections 0.05 – 1 0.2 – 4.5 1 – 50 4 – 80 11 – 180

Actual BNS detections 0 1 — — —

90% CR % within 5 deg2 < 1 1 – 5 1 – 4 3 – 7 23 – 30
20 deg2 < 1 7 – 14 12 – 21 14 – 22 65 – 73

median/deg2 460 – 530 230 – 320 120 – 180 110 – 180 9 – 12

Searched area % within 5 deg2 4 – 6 15 – 21 20 – 26 23 – 29 62 – 67
20 deg2 14 – 17 33 – 41 42 – 50 44 – 52 87 – 90

with the two LIGO detectors. Virgo joined the network in August 2017, dramatically
improving sky localization. With a four- or five-site detector network at design sensi-
tivity, we may expect a significant fraction of GW signals to be localized to within a
few square degrees by GW observations alone.

The first BBH detection was made promptly after the start of observations in
September 2015; they are the most commonly detected GW source, but are not
a promising target for multi-messenger observations. GW detections will become
more common as the sensitivity of the network improves. The first BNS coalescence
was detected in August 2017. This was accompanied by observations across the
electromagnetic spectrum (Abbott et al 2017k). Multi-messenger observations of

LVC, Liv. Rev. Rel. 19 1 (2016)

• Predict tens to hundreds of events per year.



LIGO CMCB Inspiral Rates 7

TABLE IV: Compact binary coalescence rates per Mpc3 per Myr.a

Source Rlow Rre Rhigh Rmax

NS-NS (Mpc−3 Myr−1) 0.01 [1] 1 [1] 10 [1] 50 [16]
NS-BH (Mpc−3 Myr−1) 6× 10−4 [18] 0.03 [18] 1 [18]
BH-BH (Mpc−3 Myr−1) 1× 10−4 [14] 0.005 [14] 0.3 [14]

aSee footnotes in Table II for details on the sources of the values in this Table

TABLE V: Detection rates for compact binary coalescence sources.

IFO Sourcea Ṅlow Ṅre Ṅhigh Ṅmax

yr−1 yr−1 yr−1 yr−1

NS-NS 2× 10−4 0.02 0.2 0.6
NS-BH 7× 10−5 0.004 0.1

Initial BH-BH 2× 10−4 0.007 0.5
IMRI into IMBH < 0.001b 0.01c

IMBH-IMBH 10−4d 10−3e

NS-NS 0.4 40 400 1000
NS-BH 0.2 10 300

Advanced BH-BH 0.4 20 1000
IMRI into IMBH 10b 300c

IMBH-IMBH 0.1d 1e

aTo convert the rates per MWEG in Table II into detection rates, optimal horizon distances of 33 Mpc / 445 Mpc are assumed for NS-NS
inspirals in the Initial / Advanced LIGO-Virgo networks. For NS-BH inspirals, horizon distances of 70 Mpc / 927 Mpc are assumed. For
BH-BH inspirals, horizon distances of 161 Mpc / 2187 Mpc are assumed. These distances correspond to a choice of 1.4 M⊙ for NS mass
and 10 M⊙ for BH mass. Rates for IMRIs into IMBHs and IMBH-IMBH coalescences are quoted directly from the relevant papers without
conversion. See Section III for more details.
bRate taken from the estimate of BH-IMBH IMRI rates quoted in [19] for the scenario of BH-IMBH binary hardening via 3-body

interactions; the fraction of globular clusters containing suitable IMBHs is taken to be 10%, and no interferometer optimizations are
assumed.
cRate taken from the optimistic upper limit rate quoted in [19] with the assumption that all globular clusters contain suitable IMBHs;

for the Advanced network rate, the interferometer is assumed to be optimized for IMRI detections.
dRate taken from the estimate of IMBH-IMBH ringdown rates quoted in [20] assuming 10% of all young star clusters have sufficient

mass, a sufficiently high binary fraction, and a short enough core collapse time to form a pair of IMBHs.
eRate taken from the estimate of IMBH-IMBH ringdown rates quoted in [20] assuming all young star clusters have sufficient mass, a

sufficiently high binary fraction, and a short enough core collapse time to form a pair of IMBHs.

III. CONVERSION FROM MERGER RATES TO DETECTION RATES

Although some publications quote detection rates for Initial and Advanced LIGO-Virgo networks directly, the
conversion from coalescence rates per galaxy to detection rates is not consistent across all publications. Therefore,
we choose to re-compute the detection rates as follows.4

The actual detection threshold for a network of interferometers will depend on a number of factors, including the
network configuration (the relative locations, orientations, and noise power spectral densities of the detectors), the
characteristics of the detector noise (its Gaussianity and stationarity), and the search strategy used (coincident vs.
coherent search) (see, e.g., [24]). A full treatment of these effects is beyond the scope of this paper. Instead, we
estimate event rates detectable by the LIGO-Virgo network by scaling to an average volume within which a single
detector is sensitive to CBCs above a fiducial signal-to-noise ratio (SNR) threshold of 8. This is a conservative choice
if the detector noise is Gaussian and stationary and if there are two or more detectors operating in coincidence.5

4 Rates of IMRIs into IMBHs and IMBH-IMBH coalescences are an exception: because of the many assumptions involved in converting
rates per globular cluster into LIGO-Virgo detection rates, we quote detection rates for these sources directly as they appear in the
relevant publications.

5 The real detection range of the network is a function of the data quality and the detection pipeline, and can only be obtained empirically.
However, we can argue that our choice is not unreasonable as follows. We compute below that the NS-NS horizon distance for the
Initial-era interferometers is Dhorizon = 33 Mpc. According to Eq. (5), this corresponds to an accessible volume of ∼ 150 MWEGs or
∼ 250 L10. Meanwhile, the 90%-confidence upper limit on NS-NS rates from a year and a half of data (including approximately half
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Abadie et al. (LVC), arxiv:1003.2480

• Compare to indirect predictions pre-GW150914.



Some Recent Results from LIGO

• Black hole formation - masses are surprisingly large.

LVC, Astrophys. J. Lett. 818 L22 (2016)



• General relativity is still correct - most stringent tests to date.

Some Recent Results from LIGO
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FIG. 6. 90% upper bounds on the fractional variations for the
known PN coe�cients compared to their known value in GR.
The orange squares are the 90% upper bounds obtained from the
single-parameter analysis of GW150914. As a comparison, the
blue triangles show the 90% upper bounds extrapolated exclusively
from the orbital-period derivative, Ṗorb, of the double pulsar J0737-
3039 [12, 84]. The GW phase deduced from an almost constant Ṗorb
cannot provide significant information as the PN order is increased.
As an illustration of the di↵erent dynamical regimes between the
double pulsar and GW150914, we show the bounds for the former
only up to 1PN order. We do not report on the 2.5PN coe�cient be-
cause, being degenerate with the reference phase, it is unmeasurable.
We also do not report on the logarithmic terms in the PN series at
2.5PN and 3PN order, which can be found in Table I and in Fig. 7.

cients ↵ j, j = 1, 2, 3. Due to the procedure through which
the model is constructed, which involves fitting a waveform
phasing ansatz to a calibration set of EOB joined to NR wave-
forms [39], there is an intrinsic uncertainty in the values of
the phenomenological parameters of the IMRPhenom model.
For the intermediate and merger-ringdown regime, we veri-
fied that these intrinsic uncertainties are much smaller than
the corresponding statistical uncertainties for GW150914 and
thus do not a↵ect our conclusions. In the late-inspiral case, the
uncertainties associated with the calibration of the � j param-
eters are very large and almost comparable with our results.
Therefore, we do not report results for the � j parameters.

As said, we construct the gIMR model by introducing
(fractional) deformations, � p̂i, for each of the IMRPhenom
phase parameters pi, which appear in the di↵erent stages
of the coalescence discussed above. At each point in pa-
rameter space, the coe�cients pi are evaluated for the local
physical parameters (masses, spins) and multiplied by factors
(1 + � p̂i). In this parameterization, GR is uniquely defined
as the locus in the parameter space where each of the phe-
nomenological parameters, {�p̂i}, assumes exactly the value of
zero. In summary, our battery of testing parameters consists
of: (i) early-inspiral stage: {�'̂0, �'̂1, �'̂2, �'̂3, �'̂4, �'̂5l, �'̂6,

�'̂6l, �'̂7} 5, (ii) late-inspiral stage: {��̂2, ��̂3, ��̂4}, (iii) inter-
mediate regime: {��̂2, ��̂3}, and (iv) merger-ringdown regime:
{�↵̂2, �↵̂3, �↵̂4}. We do not consider parameters that are de-
generate with either the reference time or the reference phase.
For our analysis, we explore two scenarios: single-parameter
analysis, in which only one of the parameters is allowed to
vary while the remaining ones are fixed to their GR value,
that is zero, and multiple-parameter analysis in which all pa-
rameters in each stage are allowed to vary simultaneously.

The rationale behind our choices of single- and multiple-
parameter analyses comes from the following considerations.
In most known alternative theories of gravity [13, 14, 85], the
corrections to GR extend to all PN orders even if in most cases
they have been computed only at leading PN order. Consider-
ing that GW150914 is an inspiral, merger and ringdown sig-
nal, sweeping through the detector between 20 Hz and 300
Hz, we expect to see the signal deviations from GR at all PN
orders. The single-parameter analysis corresponds to mini-
mally extended models, that can capture deviations from GR
that predominantly, but not only, occur at a specific PN order.
Due to their covariance, we find that in the multiple-parameter
analysis the correlations among the parameters is very signif-
icant. In other words, a shift in one of the testing parameters
can always be compensated by an opposite sign change of an-
other parameter and still return the same overall GW phase.
Thus, it is not surprising that the multiple-parameter case pro-
vides a much more conservative statement on the agreement
between GW150914 and GR.

For each set of testing parameters, we perform a separate
LALInference analysis, where in concert with the full set of
GR parameters [3], we also explore the posterior distributions
for the specified set of testing parameters. Since our testing
parameters are purely phenomenological (except the ones of
the PN early-inspiral stage), we choose their prior probabil-
ity distributions to be uniform and wide enough to encompass
the full posterior probability density function in the single-
parameter case. In particular we employ: �'̂i 2 [�20, 20];
��̂i 2 [�30, 30]; ��̂i 2 [�3, 3]; �↵̂i 2 [�5, 5]. In all the anal-
yses that we performed we obtain estimates of the physical
parameters — e.g., masses and spins – that are in agreement
with the ones reported in Ref. [3].

We show in Fig. 6 the 90% upper bounds on the values of
the (known) PN parameters �'̂i with i = 0, . . . , 7 (except for
i = 5, which is degenerate with the reference phase), when
varying the testing parameters one at the time, keeping the
other parameters fixed to the GR value. As an illustration, fol-
lowing Ref. [84], we also show in Fig. 6 the bounds obtained
from the orbital-period derivative Ṗorb of the double pulsar
J0737-3039 [12]. Not surprisingly, since in binary pulsars the
orbital period changes at essentially a constant rate, the cor-
responding bounds quickly become rather loose as the PN or-

5 Unlike Ref. [39], we explicitly include the logarithmic terms �'̂5l and �'̂6l.
We also include the 0.5PN parameter that is zero in GR, thus �'̂1 is an
absolute shift rather than relative.
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• General relativity is correct - gravitational waves travel at 
the speed of light.

Some Recent Results from LIGO

evolution provided that the positive orbit-aligned spin is
small (whether due to low spins or misalignment) [129,150–
152]. Current gravitational-wave measurements cluster
around χeff ∼ 0 (jχeff j < 0.35 at the 90% credible level for
all events; see Fig. 5 of the Supplemental Material [11]) [5].
Assuming that binary black hole spins are not typically small
(≲0.2), our observations hint towards the astrophysical
population favoring a distribution of misaligned spins rather
than near orbit-aligned spins [153]; further detections will
test if this is the case, and enable us to distinguish different
spin magnitude and orientation distributions [154–159].

VIII. TESTS OF GENERAL RELATIVITY

To check the consistency of the observed signals with the
predictions of GR for binary black holes in quasicircular
orbit, we employ a phenomenological approach that probes
how gravitational-wave generation or propagation could be
modified in an alternative theory of gravity. Testing for these
characteristicmodifications in thewaveform can quantify the
degree to which departures from GR can be tolerated given
the data. First, we consider the possibility of a modified
gravitational-wave dispersion relation, and place bounds on
the magnitude of potential deviations from GR. Second, we
perform null tests to quantify generic deviations from GR:
without assuming a specific alternative theory of gravity, we
verify if the detected signal is compatible with GR. For these
tests we use the three confident detections (GW150914,
GW151226, and GW170104); we do not use the marginal
event LVT151012, as its low SNR means that it contributes
insignificantly to all the tests [5].

A. Modified dispersion

InGR, gravitationalwaves are nondispersive.We consider
a modified dispersion relation of the form E2 ¼
p2c2 þ Apαcα, α ≥ 0, that leads to dephasing of the waves
relative to the phase evolution in GR. Here E and p are the
energy andmomentumof gravitational radiation, andA is the
amplitude of the dispersion [160,161]. Modifications to the
dispersion relation can arise in theories that include viola-
tions of local Lorentz invariance [162]. Lorentz invariance is
a cornerstone of modern physics but its violation is expected
in certain quantum gravity frameworks [162,163]. Several
modified theories of gravity predict specific values of α,
including massive-graviton theories (α ¼ 0, A > 0) [163],
multifractal spacetime [164] (α ¼ 2.5), doubly special rel-
ativity [165] (α ¼ 3), and Hořava-Lifshitz [166] and extra-
dimensional [167] theories (α ¼ 4). For our analysis, we
assume that the only effect of these alternative theories is to
modify the dispersion relation.
To leading order in AEα−2, the group velocity of gravi-

tational waves is modified as vg=c ¼ 1þ ðα − 1ÞAEα−2=2
[161]; both superluminal and subluminal propagation veloc-
ities are possible, depending on the sign ofA and the value of
α. A change in the dispersion relation leads to an extra term

δΨðA; αÞ in the evolution of the gravitational-wave phase
[160]. We introduce such a term in the effective-precession
waveform model [38] to constrain dispersion for various
values of α. To this end, we assume flat priors on A. In Fig. 5
we show 90% credible upper bounds on jAj derived from the
three confident detections. We do not show results for α ¼ 2
since in this case the modification of the gravitational-wave
phase is degenerate with the arrival time of the signal.
There exist constraints on Lorentz invariance violating

dispersion relations from other observational sectors (e.g.,
photon or neutrino observations) for certain values of α, and
our results are weaker by several orders of magnitude.
However, there are frameworks in which Lorentz invari-
ance is only broken in one sector [168,169], implying that
each sector provides complementary information on poten-
tial modifications to GR. Our results are the first bounds
derived from gravitational-wave observations, and the first
tests of superluminal propagation in the gravitational sector.
The result for A > 0 and α ¼ 0 can be reparametrized to

derive a lower bound on the graviton Compton wavelength
λg, assuming that gravitons disperse in vacuum in the same
way as massive particles [5,7,170]. In this case, no violation
of Lorentz invariance is assumed. Using a flat prior for the
gravitonmass, we obtain λg>1.5×1013km, which improves
on the bound of 1.0 × 1013 km from previous gravitational-
wave observations [5,7]. The combined bound using the
three confident detections is λg > 1.6 × 1013 km, or for the
graviton mass mg ≤ 7.7 × 10−23 eV=c2.

B. Null tests

In the post-Newtonian approximation, the gravitational-
wave phase in the Fourier domain is a series expansion in

FIG. 5. 90% credible upper bounds on jAj, the magnitude
of dispersion, obtained combining the posteriors of GW170104
with those of GW150914 and GW151226. We use picoelectron-
volts as a convenient unit because the corresponding frequency
scale is around where GW170104 has greatest amplitude
(1 peV≃ h × 250 Hz, where h is the Planck constant). General
relativity corresponds to A ¼ 0. Markers filled at the top (bottom)
correspond to values of jAj and α for which gravitational waves
travel with superluminal (subluminal) speed.
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• First measurement of the expansion rate of the Universe 
using gravitational waves.

Some Recent Results from LIGO

H0 = 70.0+12.0
�8.0 km s�1 Mpc�1

LVC+, Nature Lett. 551 85 (2017)



• Remarkably from GW170817 alone we now know that all 
the Gold in the Universe (and other, less interesting r-
process elements) can be made in events like GW170817.

Some Recent Results from LIGO
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Figure 5. Left panel : Plot of the present-day BNS merger rate density R versus dynamical ejecta masses Mej. The solid
gray band corresponds to the event rate range deduced from GW170817. The solid blue band shows the approximate range of
conceivable dynamical ejecta masses, based on the ejecta models used in this work. The red band shows the approximate range of
r-process elements per unit volume, based on Galactic observations, an approximate density of MW-like galaxies (0.01 Mpc�3),
a range of Galactic masses, and r-process formation e�ciencies frp between 0.5 and 1. Configurations in the intersection of all
three bands correspond to cases where dynamical ejecta from BNS mergers are solely responsible for r-process element formation.
Right panel : Probability distributions of r-process material density and abundance (normalized by frp) from dynamical ejecta
for di↵erent EOS at z = 0. The lower (upper) bound on the 90% credible interval for ⇢rp/frp over all EOS is 101.7 M�Mpc�3

(103.2M�Mpc�3). The vertical gray band shows the Solar r-process abundance (Arnould et al. 2007).

They di↵er in color evolution, however (compare DU17
and Wollaeger et al. (2017) for example) and electro-
magnetic observations combined with these curves could
hint towards mixtures of di↵erent ejecta material com-
positions (Metzger 2017). For example, strong emission
observed in both blue and red bands could imply sec-
tors of material containing both high and low electron
fractions. However, the Metzger model, as implemented
here, neglects post-merger wind e↵ects, and in general,
these conclusions only hold under the assumption that
dynamical ejecta dominate the mass ejection.

Our results suggest that dynamical ejecta from rare
NS mergers could be an important and inhomogeneous
source of r-process elements in the galaxy (Ji et al. 2016;
Beniamini et al. 2016). If more than frp & 10% of the
mass ejected from mergers is converted to r-process ele-
ments, our prediction for average r-process density in the
local universe is consistent with the Galactic abundance.
Our approach does not address the contribution from
winds, which could eject a substantial overall mass but
may (Siegel & Metzger 2017) or may not (Rosswog et al.
2017) have the wide range of Ye needed to produce all r-
process abundances (i.e., the second and third r-process
peak). Our approach is also not as detailed as full
multi-species chemical enrichment calculations used to
interpret observations of individual elements in targeted
populations (see, e.g., Côté et al. 2017). As Advanced
LIGO and Virgo approach design sensitivity, these ob-
servational constraints should rapidly shrink, enabling
more precise tests of the BNS r-process nucleosynthesis

paradigm. Additionally, present and future electromag-
netic observations should provide complementary infor-
mation to directly constrain those parameters that our
analysis cannot.

Finally, if electromagnetic measurements are consis-
tent with a total ejecta mass (dynamical and wind)
of & 0.01M�, and if we require consistency with low
neutron star spins, then one possible conclusion is that
winds contribute significantly to the total ejected mass.
However, if winds dominate, then the dynamical ejecta
mass will be an important but potentially di�cult to
measure component in the light curve, which our calcu-
lations can supply. Additionally, with so much material
ejected per event, to be consistent with our inferred de-
tection rate, we would predict that only a fraction of the
ejecta can form r-process elements.

The coincidence of GW170817 and GRB170817A was
an exceptionally rare event, allowing for a unique set of
measurements to be made about the processes driven by
the BNS merger. Future observations should facilitate
the refinement of these measurements. The observation
of GW170817 suggests that in the upcoming year-long
third observing run (Abbott et al. 2016b) with a three
instrument GW network, there will likely be more GW
observations of BNS. In the coming years, GW measure-
ments will allow for better understanding of populations
of kilonova events.

The authors gratefully acknowledge the support of the
United States National Science Foundation (NSF) for
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• Black holes of intermediate mass (IMBH) may exist.

- Formation in early Universe, e.g., pop III stars

- Dynamical formation in clusters, but mechanism not fully 
understood

- Some observational evidence, e.g., ULXs M82 X-1, NGC 1313 X-2

- LIGO can constrain the rate of IMBH binary mergers

Some Recent Results from LIGO

A Modeled Analysis II SEARCH TECHNIQUE
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basis templates [19]. Maxima in the SNR, called trig-
gers, are identified, and corresponding values of a signal
consistency test, which is a comparison of the SNR time
series for the data to the SNR time series expected from a
real signal, are computed. Triggers found in one detector
that are not coincident with triggers in another detector
are assumed to be non-astrophysical and are used to esti-
mate the probability distribution of noise events in each
detector. Coincident triggers are considered GW candi-
dates and are ranked against each other via a likelihood
ratio, which compares the probability that each is a sig-
nal to the probability that each is noise [19]. Finally, a
coincident trigger is assigned a p-value [19], which is the
probability of finding a noise fluctuation with such likeli-
hood ratio or higher under the hypothesis that the data
contains no GW signals.2

For validation, another independent matched-filter
search algorithm, PyCBC [27, 28], was also run
over the same GW parameter space using a spin-
aligned frequency-domain phenomenological waveform
model [29, 30] as templates. PyCBC uses a di↵erent
SNR-based ranking statistic [4, 27, 28, 31]. These two
independent matched-filter algorithms find consistent re-
sults over the IMBH parameter space, which increases
our confidence in their reliability and robustness.

2See Ref. [26] for a study of the properties of di↵erent methods to
estimate the p-value in a coincident search for transient GW signals.

The three most significant events from the Gst-
LAL matched-filter analysis correspond to GW150914,
LVT151012 and GW151226, which have already been re-
ported [2–6]. Since parameter-estimation studies have
placed these events outside of the IMBH mass range [4–
6, 32], we have removed these triggers from our analysis.
We discuss the production of our overall IMBHB results
in Sec. II C.

The bank of waveform templates used by the GstLAL
IMBHB analysis notably overlaps with the O1 stellar-
mass BBH search [4, 5] between M = 50M� and 100M�.
It was therefore expected that this new analysis would
find GW150914 and LVT151012 as two of its most sig-
nificant events, since the masses of these two signals
have posterior support in this range [4–6]. Addition-
ally, GW151226 being the third most significant event
in this analysis demonstrates the robustness of modeled
analyses to identify signals even outside of their covered
parameter spaces.

This is the first modeled analysis that includes the in-
spiral, merger and ringdown portions of the compact bi-
nary coalescence waveform to extend above M = 100M�
and into the IMBHB parameter space. Even though
IMBHB mergers potentially have large values of SNR,
detecting them with this analysis can be di�cult. Signal
consistency checks are often ine�cient at distinguishing
true signals from background events. This problem is
caused primarily by the short duration of signals pro-
duced by high-mass systems, especially those with an-
tialigned spin configurations. Continuing to pursue im-

3
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Science with CMCBs

• Science applications of LIGO CMCB inspiral observations 
are severalfold

➡ Astrophysics of compact objects. Observations of event rate and 
parameter distributions will probe poorly understood physics 
- initial mass function, binary evolution and endstate of stellar 
evolution.

➡ Neutron Star equation of state. In a NS-BH inspiral, the neutron 
star will be tidally disrupted at the end of the inspiral phase. 
The radius/frequency at which this occurs is a gravitational 
wave observable, and depends on the NS mass-radius relation, 
which is very uncertain.

➡ Strong field test of general relativity. Merger waveforms depend 
on the full non-linear equations of relativity. Comparison of 
waveform structure to predictions of numerical relativity will 
be a very poweful test of the theory of relativity.



Science with CMCBs

Neutron Star equation of state and radius constraints
(LVC, arXiv:1805.11581)
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directly in an EOS parameter space. We sample uni-
formly in all EOS parameters within the following ranges:
�0 2 [0.2, 2], �1 2 [�1.6, 1.7], �2 2 [�0.6, 0.6], and
�3 2 [�0.02, 0.02] and additionally impose that the adi-
abatic index �(p) 2 [0.6, 4.5]. This choice of prior
ranges for the EOS parameters was chosen such that our
parametrization encompasses a wide range of candidate
EOSs [110]. Then for each sample, the four EOS pa-
rameters and the masses are mapped to a (⇤1,⇤2) pair
through the Tolman-Oppenheimer-Volkoff (TOV) equa-
tions describing the equilibrium configuration of a spher-
ical star [119]. The two tidal deformabilities are then used
to compute the waveform template.

Sampling directly in the EOS parameter space allows for
certain prior constraints to be conveniently incorporated in
the analysis. In our analysis, we impose the following cri-
teria on all EOS and mass samples: (i) causality, the speed
of sound in the NS must be less than the speed of light (plus
10% to allow for imperfect parameterization) up to the cen-
tral pressure of the heaviest star supported by the EOS; (ii)
internal consistency, the EOS must support the proposed
masses of each component; and (iii) observational consis-
tency, the EOS must have a maximum mass at least as high
as previously observed NS masses, specifically 1.97M�.
Another condition the EOS must obey is that of thermody-
namic stability; the EOS must be monotonically increasing
(d✏/dp > 0). This condition is built into the parametriza-
tion [110], so we do not need to explicitly impose it.

RESULTS

We begin by demonstrating the improvement in the mea-
surement of the tidal deformability parameters due to im-
posing a common but unknown EOS for the two NSs. In
Fig. 1 we show the marginalized joint posterior PDF for
the individual tidal deformabilities. We show results from
our analysis using the ⇤a(⇤s, q) relation in green and the
parametrized EOS without a maximum mass constraint in
blue. These are compared to results from [52], where the
two tidal deformability parameters are sampled indepen-
dently, in orange. The shaded region marks the ⇤2 < ⇤1

region that is naturally excluded when a common realis-
tic EOS is assumed, but is not excluded from the analysis
of [52]. In both cases imposing a common EOS leads to
a smaller uncertainty in the tidal deformability measure-
ment. The area of the 90% credible region for the ⇤1–⇤2

posterior shrinks by a factor of ⇠ 3, which is consistent
with the results of [106] for soft EOSs and NSs with simi-
lar masses. The tidal deformability of a 1.4M� NS can be
estimated through a linear expansion of ⇤(m)m5 around
1.4M� as in [5, 48, 120] to be ⇤1.4 = 190+390

�120 at the 90%
level when a common EOS is imposed (here and through-
out this paper we quote symmetric credible intervals). Our
results suggest that “soft” EOSs such as APR4, which pre-
dict smaller values of the tidal deformability parameter, are

favored over “stiff” EOSs such as H4 or MS1, which pre-
dict larger values of the tidal deformability parameter and
lie outside the 90% credible region.
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FIG. 1. Marginalized posterior for the tidal deformabilities of the
two binary components of GW170817. The green shading shows
the posterior obtained using the ⇤a(⇤s, q) EOS-insensitive re-
lation to impose a common EOS for the two bodies, while the
green, blue, and orange lines denote 50% (dashed) and 90%
(solid) credible levels for the posteriors obtained using EOS-
insensitive relations, a parameterized EOS without a maximum
mass requirement, and independent EOSs (taken from [52]), re-
spectively. The grey shading corresponds to the unphysical re-
gion ⇤2 < ⇤1 while the seven black scatter regions give the
tidal parameters predicted by characteristic EOS models for this
event [113, 115, 121–125].

We next explore what inferences we can make about the
structure of NSs. We do this using the spectral EOS pa-
rameterization described above in combination with the re-
quirement that the EOS must support NSs up to at least
1.97M�, a conservative estimate based on the heaviest
known pulsar [65]. From this we obtain a posterior for
the NS interior pressure as a function of rest-mass density.
The result is shown in Fig. 2, along with predictions of
the pressure-density relationship from various EOS mod-
els. The pressure posterior is shifted from the 90% credible
prior region (marked by the orange lines) and towards the
soft floor of the parameterized family of EOS. This means
that the posterior is indicating more support for softer EOS
than the prior. The vertical lines denote the nuclear satu-
ration density and two more density values that are known
to approximately correlate with bulk macroscopic proper-
ties of NSs [19]. The pressure at twice (six times) the nu-
clear saturation density is measured to be 3.5+2.7

�1.7 ⇥ 1034

(9.0+7.9
�2.6 ⇥ 1035) dyn/cm2 at the 90% level.

The pressure posterior appears to show minor signs of a
bend above a density of ⇠ 5⇢nuc. Evidence of such behav-
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FIG. 3. Marginalized posterior for the mass m and areal radius R of each binary component using EOS-insensitive relations (left panel)
and a parametrized EOS where we impose a lower limit on the maximum mass of 1.97M� (right panel). The top blue (bottom orange)
posterior corresponds to the heavier (lighter) NS. Example mass-radius curves for selected EOSs are overplotted in grey. The lines in
the top left denote the Schwarzschild BH (R = 2m) and Buchdahl (R = 9m/4) limits. In the one-dimensional plots, solid lines are
used for the posteriors, while dashed lines are used for the corresponding parameter priors. Dotted vertical lines are used for the bounds
of the 90% credible intervals.

ence [63] arrives at a similar conclusion using our ⇤̃ < 800
constraint [5] (though see [52] for an amended ⇤̃ bound)
and the observation that ⇤̃ is almost insensitive to the bi-
nary mass ratio [99]. Our improved estimate of ⇤1.4 =
190+390

�120, and R1 = 10.8+2.0
�1.7 km and R2 = 10.7+2.1

�1.5 km
for the EOS-insensitive-relation analysis is roughly consis-
tent with these estimates (see for example Fig. 1 of [62]
and [58]). If we additionally enforce the heaviest ob-
served pulsar to be supported by placing direct constraints
on the EOS parameter space, we get further improvement
in the radius measurement, with R1 = 11.9+1.4

�1.4 km and
R2 = 11.9+1.4

�1.4 km.

A recent analysis of the GW170817 data was performed
in De et al. [53] using the TaylorF2 model, imposing that
the two NSs have the same radii which, under the addi-
tional assumption that ⇤ / C�6 (an alternative to the ⇤–
C relation used here [104]), directly relates the two tidal
deformabilities as ⇤1 = q6⇤2. De et al. constrain the
common NS radius to a 90% credible interval 8.7 km <
R̂ < 14.1 km, corresponding to a width of 5.4 km, which
is wider than the uncertainties on radii presented in this pa-
per by a factor of about two. There are differences in sev-
eral details of the set-up of the two analyses (most notably,
frequency range, data calibration, the noise PSD estima-
tion, waveform model, parameter priors, assumed relations
between radii and ⇤s and treatment of corresponding un-
certainties), each of which may be responsible for part of

the observed discrepancies. The analysis of De et al. re-
produces the initial tidal deformability results of Abbott
et al. [5], but improvements detailed in [52] and used in this
work improved our tidal constraints by ⇠ 10-20%. Here,
in contrast to De et al, we found that enforcing a common
EOS additionally restricts the recovered tidal parameters,
as shown in Fig 1. We note, however, that while our re-
sulting posteriors for the two NS radii are similar to each
other, a fraction of the posterior samples gives pairs with
significantly different NS radii, up to |R1 � R2| ⇠ 2 km.
Therefore, the De et al. analysis makes considerably dif-
ferent assumptions when enforcing a common EOS than
us.

Our results, and specifically the lower radius limit,
do not constitute observational proof of tidal effects in
GW170817, as our analysis has explicitly assumed that the
coalescing bodies were NSs both in terms of their spins
and tidal deformabilities. In particular, the spins are re-
stricted to small values typical for galactic NSs in binaries,
and the tidal deformabilites are calculated consistently as-
suming a common typical NS EoS. Moreover, the ⇤–C
map diverges as ⇤ approaches zero (BH), and therefore
the lower bounds obtained for the radii do not imply lower
bounds on the tidal deformabilities. Meanwhile, the analy-
sis of [52] assumes independent tidal parameters and finds
a lower bound on ⇤̃ only under the small-spin assumption
but not if spins larger than 0.05 are allowed.

The detection of GW170817 has opened new avenues in
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FIG. 1: The multi-band GW astronomy concept. The violet
lines are the total sensitivity curves (assuming two Michelson)
of three eLISA configurations; from top to bottom N2A1,
N2A2, N2A5 (from [15]). The orange lines are the current
(dashed) and design (solid) aLIGO sensitivity curves. The
lines in di↵erent blue flavours represent characteristic ampli-
tude tracks of BHB sources for a realization of the flat popu-
lation model (see main text) seen with S/N> 1 in the N2A2
configuration (highlighted as the thick eLISA middle curve),
integrated assuming a five year mission lifetime. The light
turquoise lines clustering around 0.01Hz are sources seen in
eLISA with S/N< 5 (for clarity, we down-sampled them by a
factor of 20 and we removed sources extending to the aLIGO
band); the light and dark blue curves crossing to the aLIGO
band are sources with S/N> 5 and S/N> 8 respectively in
eLISA; the dark blue marks in the upper left corner are other
sources with S/N> 8 in eLISA but not crossing to the aLIGO
band within the mission lifetime. For comparison, the char-
acteristic amplitude track completed by GW150914 is shown
as a black solid line, and the chart at the top of the figure
indicates the frequency progression of this particular source
in the last 10 years before coalescence. The shaded area at
the bottom left marks the expected confusion noise level pro-
duced by the same population model (median, 68% and 95%
intervals are shown). The waveforms shown are second order
post-Newtonian inspirals phenomenologically adjusted with a
Lorentzian function to describe the ringdown.

Equation (3) is valid for circular binaries, which is our
working hypothesis. This is certainly a good approxima-
tion for systems formed through stellar evolution, that
are expected to inherit their stellar progenitor circular
orbits. Extrapolating results shown in figure 10 of [17]
at low frequency, we find that also dynamically formed
BHBs have typical e . 0.01 in the relevant eLISA band,
making our S/N and source number computations robust
against the assumed BHB formation channel.

For both the flat and salp models, probability distri-
butions of the intrinsic rate R are given in [3] (see their
figure 5). We make 200 Monte Carlo draws from each of
those, use equation (2) to numerically construct the cos-

mological distribution of emitting sources as a function of
mass redshift and frequency, and make a further Monte
Carlo draw from the latter. For each BHB mass model,
the process yields 200 di↵erent realizations of the instan-
taneous BHB population emitting GWs in the Universe.
We limit our investigation to 0 < z < 2 and fr > 10�4Hz,
su�cient to cover all the relevant sources emitting in the
eLISA and aLIGO bands.
Signal-to-noise ratio computation. An in-depth study

of possible eLISA baselines in under investigation [15, 18,
19], and the novel piece of information we provide here
might prove critical in the selection of the final design.
Therefore, following [15], we consider six baselines fea-
turing one two or five million km arm-length (A1, A2,
A5) and two possible low frequency noises – namely the
LISA Pathfinder goal (N1) and the original LISA require-
ment (N2). We assume a two Michelson (six laser links)
configuration, commenting on the e↵ect of dropping one
arm (going to four links) on the results. We assume a
five year mission duration.
In the detector frame, each source is characterized

by its redshifted quantities M = Mr(1 + z) and f =
fr/(1 + z). During the five years of eLISA observations,
the binary emits GWs shifting upwards in frequency from
an initial value fi, to an ff that can be computed by in-
tegrating equation (3) for a time tr = 5yr/(1 + z). The
sky and polarization averaged S/N in the eLISA detector
is then computed as

(S/N)2 = 2

Z ff

fi

h2
c(f)

fhS(f)idlnf, (4)

where the factor 2 accounts for the fact that we have
two Michelson interferometers (i.e. we consider six laser
links). hc is the characteristic strain of the source given
by

hc =
1

⇡D

✓
2G

c3
dE

df

◆1/2

, (5)

whereD is the comoving source distance, and the emitted
energy per unit frequency is

dE

df
=

⇡

3G

(GM)5/3

1 + z
(⇡f)�1/3. (6)

In equation (4), hS(f)i is the eLISA instrumental noise,
averaged over the source sky location and wave polar-
ization, and it is estimated by using the analytical form
given in [15] for each configuration. Note that at the
high frequencies relevant for the sources crossing to the
aLIGO band, the real eLISA sensitivity is not well cap-
tured by the analytical fitting functions. However, this
does not appreciably a↵ect S/N computations, and is not
expected to significantly alter detector performances (Pe-
titeau et al. in preparation). For parameter estimation,
we adopt a modification of the Fisher Matrix code of
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[20]. The code employs a 3.5 Post Newtonian (3.5PN)
circular non-spinning gravitational waveform evaluated
in the frequency domain assuming the stationary phase
approximation. The limitation to non-spinning, circular
binaries is not critical here, since the main source param-
eters of interest are the sky localization and the time to
coalescence. The former depends mostly on the signal
Doppler modulation and the time-varying antenna beam
pattern due to the detector’s orbital motion, neither of
which is influenced by the adopted waveform. The latter
mostly depends on the estimate of the redshifted chirp
mass, which is automatically determined to ⇡ 10�6 (see
figure 3) relative precision by match filtering hundreds
of thousand of source cycles. In fact, preliminary results
using 3.5PN spinning precessing waveforms confirm the
figures shown in the following (A. Klein, private commu-
nication). The code accounts for the full eLISA orbital
motion during the observation time, but also uses the
analytical approximation for the sensitivity curve. We
checked that, given M and fi, the S/N returned by the
code matches the estimate of equation (4) when averaged
over a Monte Carlo realization of the parameters describ-
ing the source sky location, inclination and polarization.

Finally, the estimate of the stochastic signal is com-
puted following [21] as

(S/N)2bkg = T

Z
�(f)

h4
c,bkg(f)

4f2hS(f)i2 df, (7)

where T = 5yr is the mission lifetime and we used the fact
that h2

c,bkg(f) = fSh(f), being Sh(f) the power spec-
tral density of the signal. Note that the response func-
tion �(f) ⇡ 1 in the relevant frequency range (see figure
4 in [21]). hc,bkg is related to the GW energy density
via h2

c,bkg = 3H2
0⌦

2
gw/(2⇡

2f2), and is calculated at each
frequency by summing in quadrature the characteristic
strains of all sources up to z = 2. In our simple esti-
mate we did not remove sources with individual S/N> 8,
which however do contribute to less than 10% to the es-
timate of the background. This is compensated by the
fact that we integrate up to z = 2, whereas significant
contribution to the background comes from higher red-
shifts. However, we cannot trust (already at z = 2 in
fact) the assumption of a constant intrinsic BHB merger
rate and our stochastic background S/N estimates are
only indicative.

Results and implications. For each configuration we se-
lect only events resolvable above a given signal-to-noise
ratio (S/N) threshold. Results are shown in figure 2. Be-
tween one and about a thousand BHBs will be observable
at S/N> 8, and a factor of about four more at S/N> 5,
with the flat model resulting in twice as many sources as
the salp one. Four link configurations would yield approx-
imately one third of detections, since their sensitivity is a
factor

p
2 smaller, and the cumulative number of sources

goes with (S/N)3. About 20% of the resolvable systems
will coalesce within ten years from the start of eLISA

FIG. 2: Number of BHBs resolved by eLISA for di↵erent base-
lines. Orange triangles and blue squares are for models flat

and salp respectively. Filled symbols and associated error-
bars represent the median and 95% confidence interval from
200 realizations of the BHB population. The two top pan-
els represent the total number of resolved sources above the
indicated threshold. The two lower panels depict the subset
of sources that will eventually coalesce in the aLIGO band
within 10 years from the start of the eLISA mission. All fig-
ures are computed assuming five years of eLISA operations.

operations, appearing into the aLIGO band. These are
typically massive binaries (50M� < M1 +M2 < 100M�)
and can be observed up to z ⇡ 0.4 in eLISA. Numbers are
therefore quite sensitive to the high end of the BHB mass
function, but even assuming an artificial pessimistic cut-
o↵ for systems more massive than GW150914, we obtain
tens of events for the best eLISA design.

Figure 3 shows an example of parameter estimation
precision achievable with eLISA, for a typical population
of systems coalescing in the aLIGO band within its life-
time. The plot was constructed by running the Fisher
Matrix code on a sub-sample of 1000 sources coalescing
in five years and resulting in an S/N> 8 in the eLISA de-
tector (configuration N2A5, but distributions are largely
insensitive to the specific design), taken from our 200
Monte Carlo realizations of the flat BHB mass model.
The exquisite precision is due to the many thousands
of wave cycles emitted by the system convolved with the
multiple orbits completed by the eLISA detector over five
years. Although we use a simple waveform and detector
response model, adding complexity to the waveform and
to the response function should not appreciably alter the
precision of the measurement, as discussed above. Typ-
ically few weeks before appearance in the aLIGO band,
the relative errors in the mass measurements is better
than 1%, the sky location is better than 1deg2, and the
coalescence time can be predicted within less than ten

12

FIG. 8. The cumulative (right to left) distribution of observed trig-
gers in the GstLAL analysis as a function of the log likelihood. The
best fit signal + noise distribution, and the contributions from signal
and noise are also shown. The shaded regions show 1s uncertain-
ties. The observations are in good agreement with the model. At
low likelihood, the distribution matches the noise model, while at
high likelihood it follows the signal model. Three triggers are clearly
identified as being more likely to be signal than noise. GW150914
stands somewhat above the expected distribution, as it is an unusu-
ally significant event – only 6% of the astrophysical distribution of
sources appearing in our search with a false rate of less than one per
century will be more significant than GW150914.

than was achieved in [42], due to the longer duration of data
containing a larger number of detected signals.

To do so, we consider two classes of triggers: those whose
origin is astrophysical and those whose origin is terrestrial.
Terrestrial triggers are the result of either instrumental or en-
vironmental effects in the detector, and their distribution is
calculated from the search background estimated by the anal-
yses (as shown in Fig. 3). The distribution of astrophysical
events is determined by performing large-scale simulations of
signals drawn from astrophysical populations and added to the
data set. We then use our observations to fit for the number of
triggers of terrestrial and astrophysical origin, as discussed in
detail in Appendix C. Figure 8 shows the inferred distributions
of signal and noise triggers, as well as the combined distribu-
tion. The observations are in good agreement with the model.

It is clear from the figure that three triggers are more likely
to be signal (i.e. astrophysical) than noise (terrestrial). We
evaluate this probability and find that, for GW150914 and
GW151226, the probability of astrophysical origin is unity
to within one part in 106. Meanwhile for LVT151012, it is
calculated to be 0.87 and 0.86, for the PyCBC and GstLAL
analyses respectively.

Given uncertainty in the formation channels of the various

Mass distribution R/(Gpc�3yr�1)

PyCBC GstLAL Combined
Event based

GW150914 3.2+8.3
�2.7 3.6+9.1

�3.0 3.4+8.6
�2.8

LVT151012 9.2+30.3
�8.5 9.2+31.4

�8.5 9.4+30.4
�8.7

GW151226 35+92
�29 37+94

�31 37+92
�31

All 53+100
�40 56+105

�42 55+99
�41

Astrophysical
Flat in log mass 31+43

�21 30+43
�21 30+43

�21
Power Law (�2.35) 100+136

�69 95+138
�67 99+138

�70

TABLE II. Rates of BBH mergers based on populations with masses
matching the observed events, and astrophysically motivated mass
distributions. Rates inferred from the PyCBC and GstLAL analyses
independently as well as combined rates are shown. The table shows
median values with 90% credible intervals.

BBH events, we calculate the inferred rates using a variety of
source population parametrizations. For a given population,
the rate is calculated as R = L/hV T i where L is the number
of triggers of astrophysical origin and hV T i is the population-
averaged sensitive space-time volume of the search. We use
two canonical distributions for BBH masses:

i a distribution uniform over the logarithm of component
masses, p(m1,m2) µ m1

�1m2
�1 and

ii assuming a power-law distribution in the primary mass,
p(m1) µ m�2.35

1 with a uniform distribution on the sec-
ond mass.

We require 5M�  m2  m1 and m1 +m2  100M�. The first
distribution probably overestimates the fraction of high-mass
black holes and therefore overestimates hV T i resulting in an
underestimate the true rate while the second probably over-
estimates the fraction of low-mass black holes and therefore
underestimating hV T i and overestimating the true rate. The
inferred rates for these two populations are shown in Table II
and the rate distributions are plotted in Figure 10.

In addition, we calculate rates based upon the inferred prop-
erties of the three significant events observed in the data:
GW150914, GW151226 and LVT151012 [140]. Since these
classes are distinct, the total event rate is the sum of the indi-
vidual rates: R ⌘ RGW150914 + RLVT151012 + RGW151226. Note
that the total rate estimate is dominated by GW151226, as it
is the least massive of the three likely signals and is therefore
observable over the smallest space-time volume. The results
for these population assumptions also are shown in Table II,
and in Figure 9. The inferred overall rate is shown in Fig. 10.
As expected, the population-based rate estimates bracket the
one obtained by using the masses of the observed black hole
binaries.

The inferred rates of BBH mergers are consistent with the
results obtained in [42, 141] following the observation of
GW150914. The median values of the rates have decreased
by approximately a factor of two, as we now have three likely
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Figure 11: The correlation between the black hole mass M• and the luminosity of the host galaxy’s stellar bulge (left),
and host galaxy’s bulge velocity dispersion ⇥ (right) for all detections in galaxies near enough for current instruments to
resolve the region in which the black hole mass dominates the dynamics (adapted from Gültekin et al., 2009)

��rays to radio waves. Their variability on short timescales revealed that the emitting region is compact, only a few light
hours across.

There is now scientific consensus that the electromagnetic power from QSO and from the less luminous AGN results
from accretion onto a supermassive black hole of 106 M⇥ – 109 M⇥ (Krolik, 1999, Salpeter, 1964, Zel’dovich and Novikov,
1964). Escaping energy in the form of radiation, high velocity plasma outflows, and ultra relativistic jets can be generated
with high e⇥ciency (⇤ ⇤ 10 %, higher than nuclear reactions) just outside the event horizon, through viscous stresses on
parcels of gas orbiting in the gravitational potential of the black hole. The accretion paradigm has thus been, and still is,
at the heart of the hypothesis of black holes as being “real” sources in our cosmic landscape. eLISA will o�er the new
perspective of revealing these black holes as powerful sources of gravitational waves, probing the smallest volumes of the
large scale Universe.

Massive black holes are tiny objects compared to their host galaxies. The event horizon of a Kerr black hole of mass
M• scales as Rhorizon ⇤ GM•/c2, and it is far smaller than the optical radius of the galaxy host: Rhorizon ⇤ 10�11 Rgal. The
distance out to which a black a�ects the kinematic of stars and gas (the gravitational influence radius), Rgrav ⇤ GM•/⇥2,
is also small compared to the optical radius of the host, Rgrav ⇤ 10�4 Rgal (where ⇥ is the velocity dispersion of the stars
of the galactic bulge).

For a long time, QSO and more generally the less luminous AGN phenomena were understood as caused by a process
exclusively confined to the nuclear region of the host. This picture of disjoint black hole and galaxy evolution changed
with the advent of the HST (Ferrarese and Ford, 2005).

Observations of almost all bright galaxy spheroids in the near universe reveal that the velocities of stars and gas start
to rise in a Keplerian fashion at their centres, highlighting the presence of a dark point-mass which dominates the central
gravitational potential. The same observations provide the mass of this dark object, hypothesised to be a quiescent black
hole. The proximity of these galaxies to Earth allowed for a full optical characterisation of the host, and this ultimately led
to the discovery of tight correlations – depicted in figure 11, from Gültekin et al. (2009) – between the black hole mass M•
and the optical luminosity and velocity dispersion ⇥ of the stars measured far from the black hole (Ferrarese and Merritt,
2000, Gebhardt et al., 2000, Graham et al., 2011, Gültekin et al., 2009, Tremaine et al., 2002). The relations state that
galaxy spheroids with higher stellar velocity dispersions, i.e. with deeper gravitational potential wells and higher stellar
masses and luminosities, host heavier central black holes with little dispersion in the correlation. Thus more massive
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CMCB Inspirals for LISA

• Expect/observe galaxies to 
merge.

• Black holes may merge, stall or 
be ejected. Merging is most 
likely, although physics 
somewhat uncertain, e.g., last 
parsec problem, natal kicks.



Galaxy Merger Rate

• Observed time between mergers for a galaxy today is

• which gives a merger rate today of

• Merger rate was much higher in the past, when galactic 
black holes were smaller - ideal for LISA!

�tmerge � 25Gyr

ṅmerg ⇥ 2� 10�4Mpc�3Gyr�1



LISA Event Rate

• LISA can detect suitable SMBH mergers out to redshift 
z=10 or higher. Rate is contaminated by these higher 
redshift mergers.

• Estimate rate using galaxy merger trees, starting with seed 
black holes of a certain mass.



LISA Event Rate

Redshift 
distribution of rate 
for LISA CMCB 
inspiral events 
(Sesana et al. 2005)



LISA Event Rate

Distribution of primary mass and mass ratio for LISA 
CMCB inspiral events (Sesana et al. 2005)
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eLISA: Astrophysics and cosmology in the millihertz regime
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Figure 16: Constant-contour levels of the sky and polarisation angle-averaged signal-to-noise ratio (SNR) for equal mass
non-spinning binaries as a function of their total mass M and cosmological redshift z. The total mass M is measured in the
rest frame of the source. The SNR is computed using PhenomC waveforms (Santamaría et al., 2010), which are inclusive
of the three phases of black hole coalescence (in jargon: inspiral, merger, and ring-down, as described in the text).
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Figure 17: The figure shows constant-contour levels of the sky and polarisation angle averaged signal-to-noise ratio (SNR)
for non-spinning binaries, at cosmological redshift z = 1 (left panel) and z = 4 (right panel) in the M–q plane. Here M
is the total mass of the binary in the source rest frame, and q is the mass ratio. The SNR is computed from the full non
spinning PhenomC waveform inclusive of inspiral, merger and ring-down, as in figure 16.

only the mass range 107 M⇥ – 109 M⇥ at 0 . z . 7. Conversely, eLISA will be able to detect the gravitational waves
emitted by sources with total mass (in the source rest frame) as small as 104 M⇥ at cosmological distances inaccessible to
any other astrophysical probe. A binary with total mass in the interval 104 M⇥ – 107 M⇥ can be detected out to a redshift
as remote as z ⌅ 20 with a SNR ⇤ 10. By contrast, a binary as massive as a few 108 M⇥ can be detected with high SNR
in our local Universe (z . 1). Binaries with total mass between 105 M⇥ – 107 M⇥ can be detected with a SNR & 100,
between 0 . z . 5. These intervals in mass and redshift can be considered as optimal for a deep and extensive census of
the black hole population in the Universe.

Figure 17 shows constant-contour levels of the SNR expected from binaries with di�erent mass ratios q (defined as
q = m2/m1, where m2 is the mass of the less massive black hole in the binary) located at redshift z = 1 and z = 4. The
plots show the SNR reduction that occurs with decreasing q, as unequal mass binaries have lower strain amplitudes than
equal mass binaries. They also show how SNR decreases with increasing redshift, and thus with increasing luminosity
distance. Notice however that even at z = 4, binaries in the mass range 105 M⇥ – 107 M⇥ with mass ratio q . 10�1 can be
detected with SNR > 20.

Parameter estimation

Figures 16 and 17 describe the detectability of single events, and for these individual events, it is possible to extract
information on the physical parameters of the source. Waveforms carry information on the redshifted mass (the mass
measured at the detector is (1 + z) times the mass at the source location) and on the spin of the individual black holes
prior to coalescence. The measure of the mass and spin is of importance in astrophysics. Except for the Galactic centre
(Ghez et al., 2005, Gillessen et al., 2009), the mass of astrophysical black holes is estimated with uncertainties ranging
from 15 % to a factor of about 2, depending on the technique used and the type of source. As far as spin is concerned, its
measure is only indirect, and it is derived through modelling of the spectrum, or of the shape of emission lines, mainly by
fitting the skewed relativistic K� iron line. There are few notable examples, but uncertainties are still large. By contrast,
spins leave a distinctive peculiar imprint in the waveform.

In section 5 and 6 we explored di�erent routes to seed black hole formation and to their subsequent assembly and
growth through mergers and accretion episodes. Di�erent physically motivated assumptions lead to di�erent black hole
evolution scenarios, and, as we highlighted above, the lack of observational constraints allowed theoretical astrophysicists
to develop a large variety of massive black holes formation scenarios. To assess the astrophysical impact of eLISA, we
simulate observations assuming a fiducial set of four cosmological black hole evolution scenarios: SE refers to a model
where the seeds have small (S) mass about 100 M⇥ (from Pop III stars only) and accretion is coherent, i.e. resulting from
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LISA SNRs

• Expected event rate depends on assumptions about black hole 
population (Klein+, 2016)

• Light pop-III seed model: 2Gm/6-link configuration expected to 
see ~350 events.

• Heavy seed model, no delay in binary formation: ~550 events.

• Heavy seed model, with delays: ~50 events.

• Current baseline 2.5Gm/6-link configuration would see 
150/300/4 events at z > 7 under the different models.

• 1 Gm/4-link detector would see ~15/185/3 events.

• 5 Gm/6-link detector would see ~400/350/4 events.



LISA Event Rate

• LISA will measure the parameters of black hole mergers to 
high precision. Typical errors for 1Gm/6-link configuration are

�m1/m1,�m2/m2 ⇠ 10�3 � 10�2,�a1 ⇠ 10�2

�a2 ⇠ 10�1,�⌦ ⇠ 100 deg2,�DL/DL ⇠ few ⇥ 10�1



LISA Event Rate

• In two years, 2Gm/6-link configuration could determine

- both redshifted masses to 1% for ~70/100/10 systems.

- the spin of the primary to 1% for ~30/50/2 systems.

- sky location to 10 deg2 and distance to 10% for ~7/23/4 
systems.
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servative/realistic” popIII and Q3-d models. Even more
dramatically, as can be seen from Table II, these same
configurations are likely to see at most a handful of bina-
ries at z > 7 in the popIII and Q3-d models. This could
severely jeopardize the mission’s potential to investigate
the origin of MBH seeds at high redshifts.

The right panel of Fig. 7 shows an example of the po-
tential advantages of a six-link configuration in terms of
science return. We compare the number of sources that
can be localized in the sky within 10 square degrees, a
figure of merit indicative of how many detections can
be used for electromagnetic follow-up observations (a 10
deg2 error box is comparable to the SKA and LSST fields
of view). On average, six-link configurations perform
about ten times better than their four-link counterparts.
The di↵erence is even larger when the SUA IMR scaling
is adopted, because the improvement in parameter esti-
mation is more prominent for six links (cf. Section IVC).
Note that any six-link configuration performs better than
NGO for all the considered MBHB population models,
highlighting the importance of adopting this feature in
the mission design. Including merger somewhat miti-
gates the di↵erence across designs for six-link configura-
tions, but a factor ⇠ 10 di↵erence still persists between
the best and the worst configuration (see e.g. the top-
right plot in the right panel of Fig. 7).

B. Parameter estimation

We assess the accuracy with which various eLISA con-
figurations can estimate MBHB parameters using the
Fisher matrix approach described in Sec. IVB, either
with inspiral-only SUA waveforms or including a merger-
ringdown correction as described in Sec. IVC. As a san-
ity check, we verified that qualitatively similar trends for
the parameter estimation errors are found with an inde-
pendent Fisher matrix code employing restricted 2PN,
non-spinning waveforms [85] (although the absolute er-
rors are typically larger for the 2PN models, which omit
spin precession information).

Our main goal is to assess the scientific return of the
mission, so we report mostly the number of systems for
which selected parameters can be measured within a cer-
tain error, rather than the average (or median) absolute
errors on those parameters. This representation is more
directly linked to the mission’s science goal of testing the
formation and evolution of the MBH population, which
requires parameters to be measured with reasonable pre-
cision for a large sample of the astrophysical MBH popu-
lation. For other mission goals, it might be more appro-
priate to quote the absolute errors: for instance, in order
to test the black hole no-hair theorem of GR using MBH
mergers, a single MBHB with very well determined pa-
rameters (remnant spin and dominant quasinormal mode
frequencies [30, 99]) might be enough. We will keep this
in mind below (e.g. when we report the absolute error
with which the final remnant spin can be measured), but

FIG. 8. Number of detections with both fractional redshifted
mass errors less than 0.01. Left and right panels are for a mis-
sion lifetime of two years and five years, respectively. Inspiral-
only waveforms have been used in all cases. The bottom pan-
els represent the number of sources as a function of the eLISA
configuration, while the top panels represent the gain/loss
of a given configuration with respect to NGO, i.e. the ra-
tio [number of sources for (NiAjMkL`)]/[number of sources
with (N2A1MkL4)]. Long-dashed brown lines are for model
popIII, solid orange lines for model Q3-d, and short-dashed
green lines for model Q3-nod. Thick lines with filled triangles
are for six links (L6), while thin lines with open triangles are
for four links (L4).

we defer a more complete analysis of absolute errors and
tests of GR to future work.
Our “success metrics” to assess the science capabilities

of various mission designs are the number of binaries such
that one or more of the following conditions are met:
(i) Both redshifted masses (m1z and m2z) are mea-
sured with a relative statistical error of 1% or better:
�m1z/m1z < 0.01 and �m2z/m2z < 0.01. This metric
is useful to gauge the mission’s capability to probe MBH
growth across cosmic history.
(ii) Spin magnitudes and directions are measured accu-
rately. For the spin magnitude, we require that either the
spin parameter �1 of the more massive black hole (the
“primary”) be measured with absolute statistical error of
0.01 or better, or that the spin parameter �2 of the less
massive black hole (the “secondary”) be measured with
absolute statistical error of 0.1 or better. Note that we
use di↵erent thresholds because the secondary’s spin is
typically harder to measure. As for the spin direction,
we require that the angles of both spins with respect to
the orbital angular momentum of the system (✓�

1

, ✓�
2

)
be determined to within an error of 10 degrees or less.
Spin magnitudes and directions are related to the global
accretion history and to the local dynamics of the ac-

Klein et al. (2016)



Detection

• These are sources for space-based interferometers.

• Detection methods include matched filtering and stochastic 
(MCMC) searches.

• Waveform modelling as for LIGO binaries

- Post-Newtonian expansion for inspiral.

- Numerical relativity for merger/ringdown.

- Combined in IMR Phenom and EOB models.

• But higher signal-to-noise of LISA events places more 
stringent requirements on the phase accuracy of 
templates - open challenge.



Science Applications of LISA binaries

• Applications of LISA observations of SMBH mergers are 
similar to those of LIGO observations of stellar mass 
mergers.

➡ Astrophysics. Number of mergers and redshift distribution tell us 
about galaxy evolution and occupation fractions. Masses and spins 
probe black hole growth mechanisms.

➡ Strong field test of general relativity. Even more powerful test than 
LIGO since we will detect the signals without needing any 
templates. High SNR allows very accurate comparisons to 
numerical relativity.

➡ Cosmology. Single observation of an SMBH merger with a 
counterpart will determine luminosity distance to ~1%, which 
would determine cosmological parameters better than 
supernovae observations. Weak lensing limit is a concern.

➡ Kicks. Will observe/measure black hole kicks to constrain models.



LISA Science - Astrophysics

• Use LISA observations of SMBH mergers to constrain 
models for hierarchical growth of structure. 

• Compare four different models

- SE: VHM (Volonteri, Haardt & Madau 2003: light seed model) plus 
coherent accretion.

- SC: VHM plus chaotic accretion.

- LE: BVR (Begelman, Volonteri & Rees 2006: massive seed model) 
plus coherent accretion.

- 4LC BVR plus chaotic accretion.

SESE



LISA Science - Astrophysics

• Can also constrain mixed models - take a certain fraction, F, 
of SE and the remaining fraction, 1-F, of LE.eLISA: Astrophysics and cosmology in the millihertz regime
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Figure 20: Likelihood distribution of the mixing fraction F , for a particular realisation of the model F [S E]+(1�F )[LE].
The true mixing parameter, marked by a dashed vertical line, was F = 0.45.

Constrains on parametric models

In the preceding section we demonstrated the potential of eLISA to discriminate among a discrete set of “pure” models
given a priori. However, the true massive black hole population in the Universe will probably result from a mixing of
known physical processes, or even from a completely unexplored physical mechanism. A meaningful way to study this
problem is to construct parametric models that depend on a set of key physical parameters, �i, describing, for instance,
the seed mass function and redshift distribution, the accretion e�ciency etc. and to investigate the potential of eLISA
to constrain these parameters. Such a parametric family of models is not available at the moment, but we can carry out
a similar exercise by mixing two of our pure models, A and B, to produce a model in which the number of events of a
particular type is given by F [A]+(1 � F )[B], where [A] is the number of events of that type predicted by model A, [B] is
the corresponding number predicted by model B and F is the “mixing fraction”. In this case we generate datasets D from
a mixed model with a certain unknown F , and we estimate the F parameter by computing the likelihood that the data D
is drawn from a mixed distribution, as a function of F . A specific example is shown in figure 20. Here the underlying
model is F [SE]+(1 � F )[LE], with F = 0.45. eLISA observations will allow us to pin-down the correct value of the
mixing parameter with an uncertainty of ⇥ 0.1. More complex examples of multi-model mixing can be found in (Sesana
et al., 2011). Although highly idealised, this exercise demonstrate the potential of eLISA observations to constrain the
physics and astrophysics of massive black hole along their entire cosmic history, in a mass and redshift range inaccessible
to conventional electromagnetic observations.
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Extreme Mass Ratio Inspirals

• Supermassive black holes 
in the centres of most 
galaxies are typically 
surrounded by clusters of 
stars.

• The centre of our own 
galaxy is a good example. 
Orbits of “S-stars” indicate 
presence of black hole 
coincident with radio 
source Sgr A*.



• Stars in the cluster interact gravitationally. Orbits evolve 
over time, diffusing in energy and angular momentum.

Extreme Mass Ratio Inspirals



• Stars in the cluster interact gravitationally. Orbits evolve 
over time, diffusing in energy and angular momentum.

• This can put a star on an orbit that passes very close to 
the SMBH.
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• Stars in the cluster interact gravitationally. Orbits evolve 
over time, diffusing in energy and angular momentum.

• This can put a star on an orbit that passes very close to 
the SMBH.

• An extreme mass ratio inspiral (EMRI) is the inspiral of a 
compact stellar remnant (a white dwarf, neutron star or 
black hole) into a SMBH in the centre of a galaxy. 

• For black holes of mass                                , the 
gravitational waves emitted during the last few years of 
inspiral will be detected by LISA.

• Inspiral is slow - the compact object will complete up to 
100,000 orbits during the observation. Systems are ‘clean’ 
- the small object acts like a test particle in the 
background spacetime.

M ⇥ 105M� � 107M�

Extreme Mass Ratio Inspirals



EMRIs - Event Rates

• To estimate EMRI event rates need several ingredients

• Mass function of black holes: 
for                                       
the BH mass function is not 
well constrained 
observationally.

• Traditionally have assumed a  
flat distribution 

• Uncertainty in slope +/-0.3. 
Models for MBH mergers 
favour slopes close to -0.3.

dN

d lnM
= 0.002Mpc�3
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EMRIs - Event Rates

• Consider two cases

- a numerically 
simulated population, 
evolved consistently 
from pop III seeds: 
slope ~ -0.3

- a pessimistic analytic 
model: slope = 0.3.



EMRIs - Event Rates

• To estimate EMRI event rates need several ingredients

- EMRI rate per galaxy numerical simulations suggest rate of black hole 
mergers (Hopman 2009, Amaro-Seoane & Preto 2011) 

- But cannot have such a high rate over whole cosmic history for light 
massive black holes to avoid overgrowth. Assume maximum of one e-fold 
of mass from EMRI accretion.

- Host galaxy mergers also disrupt stellar cusps - massive black hole is not 
available as EMRI host until cusp has regrown.

- Black hole spin/inclination influence capture cross-section - enhanced rate 
for spinning black holes and prograde EMRIs (Amaro-Seoane et al. 2013).

R = 400Gyr�1

✓
M

3⇥ 106M�

◆�0.19
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EMRIs - Event Rates

• To estimate EMRI event rates need several ingredients

- EMRI rate per galaxy numerical simulations suggest rate of black hole 
mergers (Hopman 2009, Amaro-Seoane & Preto 2011) 

- But cannot have such a high rate over whole cosmic history for light 
massive black holes to avoid overgrowth. Assume maximum of one e-fold 
of mass from EMRI accretion.

- Host galaxy mergers also disrupt stellar cusps - massive black hole is not 
available as EMRI host until cusp has regrown.

- Black hole spin/inclination influence capture cross-section - enhanced rate 
for spinning black holes and prograde EMRIs (Amaro-Seoane et al. 2013).
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EMRIs - Event Rates

• Consider three scenarios 
for cusp regrowth

- fiducial, t ~ 6 Gyr

- optimistic, t ~ 2 Gyr

- pessimistic, t ~ 10 Gyr

- Here t is the cusp 
regrowth time for a     
black hole following an 
equal-mass merger.

mass

106M�
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EMRIs - Event Rates

- Compact object properties

- Mass: consider only black 
holes. Assume                       
(usual assumption) or, given 
GW150914,                    . 

- Eccentricity distribution: 
assume capture through 
diffusion. Eccentricities 
mostly moderate at plunge.

- Inclination distribution: 
random at capture, but 
prograde EMRIs 
preferentially inspiral.

8

FIG. 1: Inspiral trajectories in the semi-major axis, eccentricity plane. The thick diagonal line represents the last stable orbit
using effective Keplerian values (Rp ≃ 4RS for e ≪ 0.1, see [70] for the general relation). The thin diagonal lines (in green
in the on-line colour version) show inspiral trajectories due to emission of gravitational waves (GWs) and thin dotted (blue)
lines are contours of constant time left until plunge, τGW, as labelled in years on the right [253]. We assume a 10 M⊙ stellar
black hole orbiting a 106 M⊙ MBH on a slowly evolving Keplerian ellipse. The thick (red) dash-dotted line shows ẽ(a), defined
by te = τGW (Eq. 4 with CEMRI = 1) assuming a constant value trlx = 1Gyr. Below this line, the effects of relaxation on the
orbit are negligible in comparison to emission of GWs. We schematically show typical orbital trajectories for EMRIs. Stars
captured by tidal binary splitting initially have a of order 100-1000 AU [5 × (10−4

− 10−3) pc] and e = 0.9 − 0.99 [228]. On a
time scale of order trlx ln(1 − ẽ)−1, the eccentricity random-walks into the GW-dominated region, leading to a nearly-circular
EMRI. If the star has not been deposited by binary splitting but has diffused from large radii or has been captured by GW
emission, it will initially have a much larger value of a, therefore producing a higher eccentricity EMRI. One sees that stars
with a

∼
> 5 × 10−2 pc can not enter the inspiral domain unless a is first reduced significantly, which takes of order trlx. The

grey region is the domain for sources whose orbital frequency is in the LISA band Porb < 104 s.

Amaro-Seoane et al. (2007) 

• To estimate EMRI event rates need several ingredients

m = 10M�
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EMRIs - Event Rates

• Reference model and baseline configuration predicts ~15 to 
~3000 events.

1 Gm 2 Gm 5 Gm

4-link 6-link 4-link 6-link 4-link 6-link

m=10, T=6Gyr 0.1 0.2 0.4 1 1.9 2.9
m=10, 

T=10Gyr 0.1 0.2 0.4 0.9 1.7 2.7

m=30, T=6Gyr 0.3 0.7 1.1 1.6 2.2 2.6

m=10, T=2Gyr 0.1 0.3 0.6 1.2 2.3 3.4

m=10, T=0Gyr 0.1 0.4 0.7 1.5 2.6 3.9
m=10, T=0, 

power law mf 0.01 0.04 0.08 0.16 0.3 0.4



EMRIs - Event Rates

• LISA expected to observe a few 
to a few hundred EMRIs. Each 
observation will yield very 
precise parameter estimates

• Precision arises from tracking 
GW phase over many cycles. 
Not strongly dependent on 
detector, at fixed signal-to-noise.
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Alternative Channels

• Binary splitting can also 
create EMRIs. A close 
encounter between a 
binary and a SMBH can 
split the binary. This 
leaves one component 
tightly bound to the 
SMBH (an EMRI) and 
the other is ejected as a 
hypervelocity star. Rate 
could be comparable to 
standard scenario.

• Star formation in an 
accretion disc and tidal 
stripping of massive stars 
can also produce EMRIs. Diagram from Freitag (2007)



Related Source Types

• Extreme Mass Ratio Bursts

- Compact objects passing close to supermassive black holes emit 
bursts of gravitational radiations. Both EMRIs and failed EMRIs.

- Burst sources for LISA, but only for events in the Galactic Centre.

• Intermediate Mass Ratio Inspirals. Two different categories

- LIGO IMRIs. Inspiral of ~1.4 solar mass neutron star into a ~100 
solar mass intermediate mass black hole in a globular cluster.

- LISA IMRIs. Inspiral of 100-1000 solar mass intermediate mass black 
holes into supermassive black holes.

- Rates highly uncertain, as existence of intermediate mass ratio 
black holes has not been firmly established.

• Science applications of IMRIs are similar to EMRIs. Source 
modelling still unknown.



Detection

• These are sources for space-based interferometers.

• Detection methods include matched filtering, stochastic 
(MCMC) searches, time-frequency analysis and semi-coherent 
searches.

• Waveform modelling

- Use black-hole perturbation theory with mass ratio as 
small expansion parameter, i.e., self-force.

- Require results to second-order in mass ratio to track 
phase to required 1 cycle in 105.

- Data analysis will use phenomenological models, 
hermes “kludges”. Various flavours - analytic kludge, 
numerical kludge, augmented analytic kludge, osculating 
elements etc.



EMRI Science - Probe of Black Holes

• Can use set of observed EMRI 
events to probe the properties 
of black holes in the LISA range.

• Model BH mass function as a 
power law

• We estimate that EMRIs will 
provide estimates with precision 
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• A single EMRI event with an electromagnetic counterpart (and 
hence a redshift measurement) will give the Hubble constant to 
an accuracy of ~3%. N events give an accuracy of ~           %.

- Even without a counterpart, can estimate Hubble constant 
statistically (McLeod & Hogan 08)

- Let every galaxy in the LISA error box “vote” on the Hubble 
constant.
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• A single EMRI event with an electromagnetic counterpart (and 
hence a redshift measurement) will give the Hubble constant to 
an accuracy of ~3%. N events give an accuracy of ~           %.

- Even without a counterpart, can estimate Hubble constant 
statistically (McLeod & Hogan 08)

- Let every galaxy in the LISA error box “vote” on the Hubble 
constant.

• If ~20 EMRI events are detected at z < 0.5, will determine the 
Hubble constant to ~1%.

• Analysis assumed typical distance uncertainties for Classic LISA. 
Pessimistically, LISA could have a factor 2 larger distance error; 
~20 events at z < 0.5 would provide ~2% Hubble measurement, 
~80 events would provide 1% precision
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Detection

• A single EMRI event with an electromagnetic counterpart (and 
hence a redshift measurement) will give the Hubble constant to 
an accuracy of ~3%. N events give an accuracy of ~           %.

- Even without a counterpart, can estimate Hubble constant 
statistically (McLeod & Hogan 08)

- Let every galaxy in the LISA error box “vote” on the Hubble 
constant.

• If ~20 EMRI events are detected at z < 0.5, will determine the 
Hubble constant to ~1%.

• Analysis assumed typical distance uncertainties for Classic LISA. 
Pessimistically, LISA could have a factor 2 larger distance error; 
~20 events at z < 0.5 would provide ~2% Hubble measurement, 
~80 events would provide 1% precision



Probing the nature and structure of BHs

• GW emission from EMRIs encodes a map of the space-time 
structure outside the central massive black hole.



Probing the nature and structure of BHs

• GW emission from EMRIs encodes a map of the space-time 
structure outside the central massive black hole.

• Can characterize a vacuum, axisymmetric spacetime in GR by its 
multipole moments. For a Kerr black hole, these satisfy the ‘no-hair’ 
theorem:

• Multipole moments are encoded in gravitational wave observables - 
precession frequencies & number of cycles spent near a given 
frequency (Ryan 95).

• Multipole moments enter at different orders in 

• Also encoded in frequency and damping time of quasi-normal modes.
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Probing the nature and structure of BHs

• Need infinite number of multipoles to describe Kerr. Instead, consider 
“bumpy” black holes with small departures from Kerr.

- Many studies, e.g., Collins & Hughes (2004), Glampedakis & Babak (2005), Barack 
& Cutler (2007), JG, Li & Mandel (2008), Sopuerta & Yunes (2009), Canizares, JG 
& Sopuerta (2012).

- Can simultaneously measure M, a to ~0.01% and excess quadrupole to ~0.1%.

Barack & Cutler (2007)
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• Other information is also encoded in emitted GWs

- Horizon: presence/absence of a horizon indicated by cut-off/continuation of 
emission at plunge, e.g., persistent emission for an inspiral into a Boson-Star.
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• Need infinite number of multipoles to describe Kerr. Instead, consider 
“bumpy” black holes with small departures from Kerr.

- Many studies, e.g., Collins & Hughes (2004), Glampedakis & Babak (2005), Barack 
& Cutler (2007), JG, Li & Mandel (2008), Sopuerta & Yunes (2009), Canizares, JG 
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- Can simultaneously measure M, a to ~0.01% and excess quadrupole to ~0.1%.

• Other information is also encoded in emitted GWs

- Horizon: presence/absence of a horizon indicated by cut-off/continuation of 
emission at plunge, e.g., persistent emission for an inspiral into a Boson-Star.

Kesden, Gair & Kamionkowski (2004)



Probing the nature and structure of BHs

• Need infinite number of multipoles to describe Kerr. Instead, consider 
“bumpy” black holes with small departures from Kerr.

- Many studies, e.g., Collins & Hughes (2004), Glampedakis & Babak (2005), Barack 
& Cutler (2007), JG, Li & Mandel (2008), Sopuerta & Yunes (2009), Canizares, JG 
& Sopuerta (2012).

- Can simultaneously measure M, a to ~0.01% and excess quadrupole to ~0.1%.

• Other information is also encoded in emitted GWs

- Horizon: presence/absence of a horizon indicated by cut-off/continuation of 
emission at plunge, e.g., persistent emission for an inspiral into a Boson-Star.

- Tidal coupling:  Energy is lost ‘into the horizon’ through tidal heating. Infer 
strength of tidal interaction (Li & Lovelace 07).

- Presence of matter: gas, accretion disc, second SMBH or exotic matter can leave 
measurable imprint on signal. Can’t be confused with no-hair violation.
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Spacetime Mapping
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Gravitational Wave 
Sources:

Backgrounds, Bursts, 
Continuous Waves



Stochastic Gravitational Wave  
Fore/Backgrounds

• As in electromagnetic wavebands, we expect to detect 
diffuse gravitational wave emission that is roughly 
homogeneous on the sky.

• This background will be stochastic, i.e., random, but with a 
characteristic spectrum in frequency.

• There are two distinct types of stochastic gravitational 
wave background

• Cosmological Gravitational Wave Background. Relic gravitational 
waves, generated in the first second of the lifetime of the 
Universe.

• Astrophysical Foregrounds. A population of gravitational wave 
sources that are numerous, but sufficiently weak to be 
unresolvable individually, will also create a diffuse foreground 
that appears stochastic.



Cosmological Gravitational Wave 
Background

• Quantum fluctuations in the early Universe are stretched 
during inflation and appear as a GW background today. 
Background is broadband, but the exact amplitude and 
spectral shape depends on the details of inflation.



Astrophysical GW Foregrounds

• Any cosmological population of sources will produce a 
background. 

• Examples include

• Stellar mass binary mergers. LIGO sources at higher redshift 
are not individually resolvable and form a background.

• Supermassive black hole mergers. Inspirals of very massive 
black hole binaries are the dominant sources in the pulsar 
timing band. Expect to observe as a background.

• Galactic compact binaries. Approximately 10 million compact 
binaries (WD-WD, NS-WD, NS-NS) emit in the LISA band.

• Extreme mass ratio inspirals. Gravitational waves from white 
dwarfs inspiralling into supermassive black holes can only be 
resolved in the nearby Universe, but are very numerous. May 
form a background for LISA.



Astrophysical GW Foregrounds

• Stellar binary stochastic background expected to be 
detected by LIGO in a few years.
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FIG. 1. The left panel shows the predicted median background for the BNS (red) and BBH (green) models described in the
text, the total (combined) background (blue), and the Poisson error bars (grey shaded region) for the total background. We also
show expected PI curves for observing runs O2, O3, and design sensitivity (see the main text for details about the assumptions
made for these observing runs). Virgo is included in O3 and beyond. The PI curves for O3 and beyond cross the Poisson error
region, indicating the possibility of detecting this background or placing interesting upper limits on the evolution of the binary
merger rates with redshift. In the right panel, we plot the signal-to-noise ratio as a function of observing time for the median
total background (blue curve) and associated uncertainty (shaded region). The median of the predicted total background can
be detected with SNR = 3 after 40 months of observation time, with LIGO-Virgo operating at design sensitivity (2022 – 2024).
The markers indicate the transition between observing runs. We only show 12 months of the Design phase here, although for
the calculation of the PI curves it is assumed to be 24 months long (see [45]).

The BBH background is di↵erent in nature even
though the resulting energy density spectrum is simi-
lar. BBH events create a highly non-stationary and non-
Gaussian background (sometimes referred to as a pop-
corn background in the literature), i.e. individual events
are well separated in time, on top of the continuous back-
ground from contributed BNS inspirals. The duration of
the waveform is much smaller for these massive sources
(14 s on average in the band above 10 Hz, considering
both the power law mass distribution and the distribu-
tion in redshift [46]) and much less than the time interval
between events (223+352

�115 s on average) resulting in rare
overlaps.

Table I shows the estimated energy density at 25 Hz
for each of the BNS, BBH and Total backgrounds. We
also show the average time between events ⌧ for each
of these backgrounds as well as the average number of
overlapping sources at any time �, and the associated
Poisson error bounds. The inverse of ⌧ gives the rate of
events in Universe in s�1.

Conclusion — The first gravitational wave detection of
a binary neutron star system implies a significant contri-
bution to the stochastic gravitational wave background
from BNS mergers. Assuming the median merger rates,
the background may be detected with SNR = 3 after 40
months of accumulated observation time, during the De-
sign phase (2022+)[45]. In the most optimistic case, an
astrophysical background may be observed at a level of

3� after only 18 months of observation, during O3, the
next observing run.
There are additional factors which may lead to an

even earlier detection. First, the presence of additional
sources, for example black hole-neutron star systems, will
further add to the total background. Even small contri-
butions to the background can decrease the time to detec-
tion significantly. Second, the analysis we have presented
here assumes the standard cross-correlation search. Spe-
cialized non-Gaussian searches may be more sensitive,
particularly to the BBH background [47, 48]. Unlike a
standard matched filter search, non-Gaussian pipelines
do not attempt to find individual events, but rather to
measure the rate of sub-threshold events independently
of their distribution.
A detection of the astrophysical background allows for

a rich set of follow-up studies to fully understand its com-
position. The di↵erence in the time-domain structure of
the BBH and BNS signals may allow the BNS and BBH
backgrounds to be measured independently. After de-
tecting the background, stochastic analyses can address
whether the background is isotropic [49–51], unpolarized
[52], and consistent with general relativity [53]. Finally,
understanding the astrophysical background is crucial to
subtract it and enable searches for a background of cos-
mological origin [46].
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• The White Dwarf Background for LISA has spectral density

• Here “gal” and “ex. gal” denote contributions from galactic and 
extra-galactic binaries respectively.

• We will be able to resolve binaries that are well separated in 
frequency. Quantify this using   , the number of bins that are 
“lost” fitting out one source.

• Confusion dominates the noise between 0.1mHz and 3mHz.

Astrophysical GW Foregrounds
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where @aHR = @aHG as the derivatives are with respect to GB parameters. Using an

estimate to the waveform errors of the resolved sources we can express this result in a

more useful form:

4
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This implies that the covariance matrix inflates with the following upper bound:

�
��1

�ii  B̄ii
0
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db

◆

max

◆
, (52)

where dN/db of sources resolved per frequency bin. In the next section we will obtain an

estimate for the noise due to GB waveform errors which will allow us to obtain a more

useful expression for this overlap term. A similar inflation of GB parameter variances

results from the overlap with the BH signal.

7. Galactic Confusion Noise
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Figure 7. Estimates of the combined power spectral density of the combined
instrument noise and galactic signals for the first 3 iterations on the removal process.
These simulations are for a 4-year mission lifetime. For reference, the instrument noise
contribution is shown as a heavy black line.

Logan & Cornish (2017)



• The importance of the Extreme Mass Ratio Inspiral 
Background depends on the (very uncertain) astrophysical 
rates of EMRI events. Most likely not observable.

Astrophysical GW Foregrounds

EMRI confusion 
background from 
Barack and Cutler 
(2004).



• For pulsar timing arrays, there will be a stochastic 
foreground from supermassive black hole binaries at low 
redshift (z<1). This is the primary PTA source.

Astrophysical GW Foregrounds

Sesana (2012)



Stochastic Gravitational Wave  
Fore/Backgrounds

• Using LIGO only, have set limit on energy density in an 
isotropic stochastic gravitational wave background (LVC, Phys. 
Rev. Lett. 118 121101, 2017) of

• This beats the Big Bang Nucleosynthesis upper limit

• Also placing directional limits on point-like emitters
⌦GW < 1.1⇥ 10�5

⌦GW(f) < 1.7⇥ 10�7
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FIG. 1. All-sky radiometer maps for point-like sources showing SNR (top) and upper limits at 90% confidence on energy flux
F↵,⇥0 [erg cm�2 s�1 Hz�1] (bottom) for three di↵erent power-law indices, ↵ = 0, 2/3 and 3, from left to right, respectively.
The p-values associated with the maximum SNR are (from left to right) p = 7%, p = 12%, p = 47% (see Table I).

FIG. 2. All-sky spherical harmonic decomposition maps for extended sources showing SNR (top) and upper limits at 90 %
confidence on the energy density of the gravitational wave background ⌦↵ [ sr�1] (bottom) for three di↵erent power-law indices
↵ = 0, 2/3 and 3, from left to right, respectively. The p-values associated with the maximum SNR are (from left to right)
p = 18%, p = 11%, p = 11% (see Table I).

harmonic analysis in Figure 3.

FIG. 3. Upper limits on Cl at 90% confidence vs l for the
SHD analyses for ↵ = 0 (top, blue squares), ↵ = 2/3 (middle,
red circles) and ↵ = 3 (bottom, green triangles).

Radiometer spectra, suitable for the detection of
a narrowband point source associated with a given sky
position, are given in Fig. 4, the main results of which are
summarised in Table II. For the three sky locations (Sco
X-1, SN 1987A and the Galactic Center), we calculate
the SNR in appropriately sized combined bins across the

LIGO band. For Sco X-1, the loudest observed SNR is
4.58, which is consistent with Gaussian noise. For SN
1987A and the Galactic Center, we observe maximum
SNRs of 4.07 and 3.92 respectively, corresponding to false
alarm probabilities consistent with noise; see Table II.

Since we observe no statistically significant signal, we
set 90% confidence limits on the peak strain amplitude h0

for each optimally sized frequency bin. Upper limits were
set using a Bayesian methodology with the constraint
that h0 > 0 and validated with software injection studies.
The upper limit procedure is described in more detail
in the technical supplement [37], while the subsequent
software injection validation is detailed in [39].

The results of the narrowband radiometer search for
the three sky locations are shown in Fig. 4. To avoid
setting limits associated with downward noise fluctua-
tions, we take the median upper limit from the most
sensitive 1 Hz band as our best strain upper limit. We
obtain 90% confidence upper limits on the gravitational
wave strain of h0 < 6.7 ⇥ 10�25 at 134 Hz , h0 < 7.0 ⇥



Stochastic Gravitational Wave  
Fore/Backgrounds

• There are several science applications of detection of a 
stochastic GW background.

➡ Inflation Probe. Most cosmological models predict weak GW 
backgrounds. If one is detected this will be a significant 
constraint on inflation models.

➡ Stellar populations. Star formation models predict varying 
numbers of binaries, and compact objects due to differences in 
initial mass function, stellar evolution etc. The shape of the 
galactic binary background will rule out some of these models.

➡ Cluster properties. Absolute and relative numbers of EMRIs 
containing WDs, NSs or BHs depend on cluster properties, 
e.g., stellar population and efficiency of mass segregation.

➡ Formation channels. Three formation mechanisms for EMRIs 
have been proposed - capture via relaxation, tidal splitting of 
binaries, star formation in a disk. The shape of the EMRI 
background will constrain the relative importance of these.



Stochastic Gravitational Wave  
Fore/Backgrounds

• Anisotropy in PTA foreground encodes information 
about SMBH binary distribution.
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Stochastic Gravitational Wave  
Fore/Backgrounds

• Anisotropy in PTA foreground encodes information 
about SMBH binary distribution.
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Stochastic Gravitational Wave  
Fore/Backgrounds

• A mHz background detected by LISA would probe physics 
at the TeV scale in the early Universe.
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Figure 2: Example of GW spectra in Case 1, for fixed T⇤ = 100 GeV, ↵ = 0.5, vw = 0.95, and

varying �/H⇤: from left to right, �/H⇤ = 1 and �/H⇤ = 10 (top), �/H⇤ = 100 and �/H⇤ = 1000

(bottom). The black line denotes the total GW spectrum, the green line the contribution from

sound waves, the red line the contribution from MHD turbulence. The shaded areas represent the

regions detectable by the C1 (red), C2 (magenta), C3 (blue) and C4 (green) configurations.

dominate the GW spectrum, since the �/H⇤ enhancement of the amplitude that operates

for long-lasting sources is less relevant (c.f. Eqs. (13) and (7)). As �/H⇤ increases, the sound

wave contribution gains importance (provided that ↵1 is large enough). At su�ciently high

frequencies however the scalar field contribution always dominates because of its shallow

decay: p = 1 as opposed to p = 4 and p = 5/3, see Eqs. (8), (14) and (17).

It is apparent that the total GW spectrum arising from a first-order PT depends on the

interplay among the contributions of the di↵erent sources, which in turn are determined by

the specific dynamics of the PT. On the one hand this is encouraging, since it opens up

the possibility of investigating the dynamics of the PT. On the other hand, this is probably

feasible only in the most optimistic PT scenarios and for the best eLISA configurations. Note

that the highest GW signals are expected for runaway bubbles in vacuum (Case 3 above) for

which the GW spectrum has the simplest shape, being determined only by the scalar field

contribution.
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Gravitational Wave Bursts

• Both LIGO and LISA will look for transient “burst” 
events, that are short in duration and generally 
broadband in frequency.

• Possible burst sources include

➡ Core collapse supernovae. Core collapse involves large amounts 
of mass being accelerated. If collapse is asymmetric, would 
expect gravitational waves to be produced.

➡ Cosmic strings. Topological defects created in the early 
Universe radiate GW bursts from kinks and cusps.

➡ Neutron star quakes. Neutron stars have crusts, which can 
crack and reform in quakes. Observed in e.m. as glitches.

➡ Black hole mergers. The merger phase is the most energetic of 
a BH-BH inspiral and the least well modelled. Might see 
mergers of sources not detected during the inspiral phase.



Supernovae

• Various processes have been proposed that might lead to 
generation of gravitational radiation in a core-collapse

• Axisymmetric rotating core collapse, core bounce, 
postbounce convection and anisotropic neutrino emission.

• Oscillations of the proto-neutron star core.

• Supernovae simulations have been used to predict the 
waveforms and energy density of gravitational waves 
produced during supernovae events.

• Power is spread over a wide range of frequencies, but 
emission lasts only a short time (~1s). 
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Cosmic String Cusps

• Cosmic strings oscillate and lose energy to gravitational 
waves. This generates a stochastic background. In addition, 
cosmic strings generate infrequent, highly beamed radiation 
from cusps.

• A string in general has both left and right moving modes. 
When these meet, cusps form which can be moving close 
to the speed of light. These cusps generate bursts of 
gravitational radiation.

• The strength of gravitational wave emission depends on the 
string length,   , the string tension,   , (mass per unit length of 
the string) and the redshift
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Cosmic String Cusps

• Cosmic strings oscillate and lose energy to gravitational 
waves. This generates a stochastic background. In addition, 
cosmic strings generate infrequent, highly beamed radiation 
from cusps.

• A string in general has both left and right moving modes. 
When these meet, cusps form which can be moving close 
to the speed of light. These cusps generate bursts of 
gravitational radiation.

• The strength of gravitational wave emission depends on the 
string length,   , the string tension,   , (mass per unit length of 
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• Radiation from cosmic string cusps could be seen by both 
LIGO and LISA.
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Gravitational Wave Bursts - LIGO results

• No bursts detected as yet, but have upper limits on short bursts.

• In O1, LIGO had 50% detection efficiencies for sine-Gaussian 
bursts with h~1.7x10-22

• Constrain rates at level of 10-7 Mpc-3 yr-1 (frequency dependent)

11

FIG. 3. A comparison of the sensitive luminosity radii [7] in Mpc, as a function of the total redshifted masses in the detector
frame, among the three algorithms. The radii are binned according to mass ratio q (from left to right q = 1, 0.5, 0.25) and
e↵ective spin �e↵, defined in [7]. The three ranges of spin refer to aligned (0.33 < �eff < 1), non-spinning (�0.33 < �eff < 0.33),
anti-aligned (�1 < �eff < �0.33).
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FIG. 4. The 90% confidence intervals of rate density given by
the cWB pipeline for the sine-Gaussian waveforms listed in
Table I. This plot assumes zero detections, zero background,
and that 1 M�c

2 of energy is emitted in gravitational waves.
These results can be scaled to any emission energy EGW using

rate density / E
� 3

2
GW . The arrow markers signify that the

confidence intervals extend to zero.

We estimate the limits on the rate density of generic
non-BBH-like GW-burst sources in Fig. 4 by removing
the known BBH detections GW150914 and GW151226
from our analysis. We use the sine-Gaussian injection
set as a representative morphology, and present our cWB
rate-density estimates as a function of their characteristic
frequencies. The bands represent the 90% confidence in-
tervals on rate density [12], calculated using the Feldman-

Cousins formalism for 0 background events [36]. The
frequency-dependent variation among the upper-limits
is due to the sine-Gaussians falling into di↵erent cWB
search classes as a result of their specific value of Q. For a
given value of Q, the results follow a smoother frequency
dependence. These results are not directly comparable
with those from previous runs [12] because of the di↵er-
ent FAR detection thresholds. However, we note that
at the previously-used FAR detection threshold of 1 in 8
years, our search lowers these upper-limits by about an
order of magnitude across all frequencies. The sensitivity
improvements of the detectors and pipelines allow us to
make these stricter rate statements even though we an-
alyzed less livetime compared to [12] (less than 50 days
compared to 1.7 yr). Fig. 4 assumes 1 M�c2 of gravita-
tional wave energy has been emitted from the source, but
this can be scaled to any emission energy E

GW

by using

Eq. 1. Note that the rate density scales as / E
� 3

2
GW

.

VI. DISCUSSION

This paper reports the results for the search for short
duration GW in the first Advanced LIGO observing run,
with minimal assumptions on the signal waveform, direc-
tion or arrival time. The two LIGO detectors, Livingston
and Hanford, were operating from mid-September 2015
to mid-January 2016, with a greater sensitivity to GWs
than any previous LIGO-Virgo run. This search has been
performed considering two end-to-end algorithms and a
follow-up algorithm.

The only detection established in this search is the
GW150914 event, a binary system consisting of two black
holes merging to form a single one [3]. The other known

10

FIG. 2. GW emission energy, in solar masses, at 50% detec-
tion e�ciency for standard-candle sources emitting at 10 kpc
for the non-GA waveforms listed in Table I. These results can
be scaled to any reference distance r0 using EGW / r20.

above). Fig. 2 can easily be converted to other distances
by applying the scaling relation suggested by Eq. 1. Pre-
vious studies [12] have published similar emission-energy-
versus-frequency plots at a detection threshold of 1 in 8
years. We note that the current results, when evaluated
at this higher-FAR threshold, are roughly an order-of-
magnitude more sensitive than these previous results, due
mainly to the improvement in detector sensitivites.

B. Binary black holes mergers

We also consider a set of astrophysical waveforms using
models of merging of binary black hole systems. Specif-
ically, we choose the SEOBNRv2 model as implemented
in the LAL software library [32, 33]. The waveforms are
generated with an initial frequency of 15 Hz. The simu-
lated binary systems are isotropically located in the sky
and isotropically oriented. The total redshifted mass of
the system in the detector frame2 is distributed uniformly
between 10 and 150 M�, a range that encompasses the
total masses of both GW150914 and GW151226 [20]. The
black hole spins are aligned with the binary angular mo-
mentum, and the magnitude of the dimensionless spin
vector, a1,2, is uniformly distributed between 0 and 0.99.
We neglect any cosmological corrections, such as normal-
izing our spatial distibution to be constant in co-moving
volume. We generate three di↵erent injection sets, each
one with a mass ratio q = m2/m1 chosen from the set

2 Given the luminosity distance of the system, one can assume a
cosmology and calculate its redshift z. The system’s total mass
in the source frame can then be obtained by dividing the total
redshifted mass in the detector frame by (1 + z).

{0.25, 0.5, 1.0} (where m1 is by definition the more mas-
sive object).

In Fig. 3 we compare the sensitive luminosity radius
[34] as a function of the total redshifted mass in the de-
tector frame. While systems inside this distance may be
missed and systems outside of it may be detected de-
pending on their sky position and orientation, this sen-
sitive radius provides a “rule-of-thumb” determination
on whether or not this burst search will detect a sys-
tem’s GW transients. We can see that for systems like
GW150914 (⇠ 70M� [35]) and GW151226 (⇠ 20M�
[20]), the search ranges at the FAR of 1/100 years are
approximately 500-700 Mpc and 100-200 Mpc, respec-
tively. These ranges demonstrates why this search de-
tects GW150914 (⇠ 400 Mpc [35]) but not GW151226
(⇠ 400 Mpc [20]). Even though the two sources are at a
similar luminosity distance, this burst search is less e�-
cient at detecting low-mass BBH systems. This behavior
is true for two reasons: lower-mass systems emit less en-
ergy into GWs than higher-mass systems, and this energy
is distributed over a longer duration of time. These two
features make it more di�cult for non-templated algo-
rithms to extract the GW signal from the detector noise
as compared to searches based on templates.

V. RESULTS

The most significant event and only detection estab-
lished in this search is GW150914 [3], which is indepen-
dently confirmed by all three algorithms. Specifically, it
is found by cWB in the C3 class of the low-frequency
analysis with an estimated FAR of less than 1 in 350
years, by oLIB in the “high-Q” class with an estimated
FAR of less than 1 in 230 years, and by BayesWave with
an estimated FAR of less than 1 in 1000 years.3 These
results are less precise but consistent with [3].

All other events generated by the analyses are consis-
tent with the accidental noise coincidence rates. To be
specific, there are no other events found above the SNR
thresholds in either the “low-Q” class of oLIB or the en-
tire BayesWave analysis bin. The rate of other events in
the oLIB “high-Q” bin are consistent with the accidental
noise coincidence rates within 1 sigma. The event in the
cWB analysis with the second-lowest FAR belongs to the
high frequency search, with a false-alarm probability of
about 0.2.

These results set constraints on the population of tran-
sient GW sources within the volume of the Universe that
the detectors were sensitive to during O1. Again, all of
the results in this section refer to a FAR detection thresh-
old of 1 in 100 years.

3 Because GW150914 was louder than any of the background
events in this search, we can only provide the relatively un-precise
upper-limits on FAR listed above.

LVC, Phys. Rev. D 95 042003 (2017)
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• Also have upper limits on long bursts.
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Pipeline Ranking FAP Frequency Duration

GPS time statistic [Hz] [s]

cWB ηc = 7.6 0.33 2039-2041 5.5

1132990790

Zebragard ΘΓ = 28.2 0.72 1034-1120 51

1131758576

Lonetrack SNR = 6.95 0.36 85-1549 208

1136368706

X-SphRad Significance = 4.5 0.44 895-909 4

1135861536

Table II. Properties of the most significant coincident triggers
found by each of the long transient search pipelines during the
O1 observational run. FAP is the probability of observing at
least 1 noise trigger more significant that the most significant
coincident trigger.

Figure 3. Upper limits at 90% confidence on the rate of GW
events from accretion disk instability as a function of the dis-
tance. The band covers the results from the best and the
worst pipelines for each tested waveforms. O1 amplitude cal-
ibration errors are accounted for in the upper limits calcula-
tion.
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Figure 1. Emitted GW energy versus frequency for sources located at 10 kpc detected with 50% efficiency and a FAR of
1 event in 50 years. Results are shown for all the ad-hoc waveforms. The “O1” and “Design” curves are obtained with a
monochromatic signal single template matched filtering search using the measured O1 and the predicted high-power signal
recycling zero-detuning Advanced LIGO [49] sensitivity curves respectively. Both curves are rescaled so that the curve “O1”
matches the MONO results of this search.

is astrophysically relevant [51, 52]. New data have been
acquired recently by the LIGO detectors (observing run
O2) with a sensitivity similar to O1 and a longer ob-
servation time which increases the chance of observing a
long-duration transient GW source [53]. The Advanced
Virgo detector has joined for the first time the advanced
GW detector network on August 1st 2017; this increases
sky coverage and improves the prospects for detection. In
a few years, Advanced LIGO and Advanced Virgo should
reach their design sensitivities. We have shown that we
should gain between one and two orders of magnitude,
depending on the frequency range, in the sensitivity to
detect GW energy as low as ∼ 10−8 M⊙c2 for a source
emitting a monochromatic signal at ∼ 90Hz and located
at 10 [kpc].
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• S6 limits on cosmic string cusps are starting to constrain 
the cosmic string parameter space.
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FIG. 2: In the upper plots, the red points show the measured cumulative cusp (left-hand plot) and kink (right-hand
plot) GW burst rate (using Tobs as normalization) as a function of the likelihood ratio Λ. The black line shows the
expected background of the search with the ±1σ statistical error represented by the hatched area. In both cases, the

highest-ranked event (Λh ≃ 232 and Λh ≃ 611) is consistent with the background. The lower plots show the
sensitivity of the search as a function of the cusp/kink signal amplitude. This is measured by the fraction of

simulated cusp/kink events recovered with Λ > Λh. The sensitivity to cusp signals is also measured for a false-alarm
rate (FAR) of 1.85× 10−6 Hz to be compared with the sensitivity of the previous LIGO-Virgo burst search [52]

(dashed lines).

frequency bin fi and for some set of model parame-
ters Gµ and p. We evaluate the likelihood function
across the parameter space (Gµ, p) and compute the
95% confidence contours for the initial LIGO-Virgo (S6,
41.5 < f < 169 Hz) [63] and for the most recent Ad-
vanced LIGO (O1, 20 < f < 86 Hz) [31] stochastic back-
ground measurements (assuming Bayesian formalism and
flat priors in the log parameter space). Since a stochas-
tic background of GWs has not been detected yet, these
contours define the excluded regions of the parameter
space. We also compute the projected design sensitivity
for the Advanced LIGO and Advanced Virgo detectors,
using Eq. 28 with Y (fi) = 0 and with the projected σ(fi)
for the detector network [64].
Another limit can be computed based on the Pulsar

Timing Array (PTA) measurements of the pulse arrival
times of millisecond pulsars [29]. This measurement pro-
duces a limit on the energy density at nanohertz fre-
quencies — specifically, at 95% confidence ΩPTA

GW (f =
2.8 × 10−9 Hz) < 2.3 × 10−10. We directly compare the
spectra predicted by our models (at 2.8 × 10−9 Hz) to
this constraint.
Finally, indirect limits on the total (integrated over

frequency) energy density in GWs can be placed based

on the Big-Bang Nucleosynthesis (BBN) and Cosmic Mi-
crowave Background (CMB) observations. The BBN
model and observations of the abundances of the light-
est nuclei can be used to constrain the effective num-
ber of relativistic degrees of freedom at the time of the
BBN, Neff . Under the assumption that only photons
and standard light neutrinos contribute to the radia-
tion energy density, Neff is equal to the effective num-
ber of neutrinos, corrected for the residual heating of
the neutrino fluid due to electron-positron annihilation:
Neff ≃ 3.046 [65]. Any deviation from this value can be
attributed to extra relativistic radiation, including poten-
tially GWs due to cosmic string kinks and cusps gener-
ated prior to BBN. We therefore use the 95% confidence
upper limit Neff − 3.046 < 1.4, obtained by comparing
the BBN model and the abundances of deuterium and
4He [27], which translates into the following limit on the
total energy density in GWs:

ΩBBN
GW (Gµ, p) =

∫ 1010 Hz

10−10 Hz
dfΩ(M)

GW(f ;Gµ, p) < 1.75×10−5,

(29)
where the lower bound on the integrated frequency region
is determined by the size of the horizon at the time of
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FIG. 6: 95% confidence exclusion regions are shown for three loop distribution models: M = 1 (top-left), M = 2
(top-right), and M = 3 (bottom-left). Shaded regions are excluded by the latest (O1) Advanced LIGO stochastic
[31] and burst (presented here) measurements. We also show the bounds from the previous LIGO-Virgo stochastic
measurement (S6) [63], from the indirect BBN and CMB bounds [27, 28], and from the PTA measurement (Pulsar)

[29]. Also shown is the projected design sensitivity of the Advanced LIGO and Advanced Virgo experiments
(Design, Stochastic) [64]. The excluded regions are below the respective curves.
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Appendix A: Λ-CDM cosmology

In a Λ-CDM universe, the Hubble rate at redshift z is
given by

H(z) = H0H(z) , (A1)

where

H(z) =
√

ΩΛ + ΩM (1 + z)3 + ΩRG(z)(1 + z)4 . (A2)

We use the latest values of the cosmological parameters
[68], H0 = 100h km s−1 Mpc−1, h = 0.678, ΩM = 0.308,
ΩR = 9.1476×10−5, and ΩΛ = 1−ΩM−ΩR. At redshift z
in the radiation era, the quantity G(z) is directly related
to the effective number of degrees of freedom g∗(z) and



Gravitational Wave Bursts

• Science applications of burst events include

- Supernovae models. There is great uncertainty in current 
models of stellar collapse. Detection and measurement of the 
gravitational waves from an event will help constrain these.

- Absolute distance scale. Distances to local supernovae are tied 
to the Cepheid distance scale. If GWs are detected from an 
event this will provide an independent distance measure which 
will improve statistics on other supernovae distances. 
Difficulty is in computing intrinsic GW amplitude.

- Cosmic string detection. The detection of a burst from a cosmic 
string will be remarkable, providing information on the 
number density and tension of these defects.

- Unknown sources. Looking for bursts is one of the few ways we 
might be able to see an unexpected type of GW source. Many 
advances have come from serendipitous observations.



Continuous Wave Sources

• Rotating Neutron Stars that have deformities may have an 
associated changing quadrupole moment and will generate 
continuous, periodic gravitational wave emission.

• There are three main mechanisms that could lead to 
quadrupole deformations

- Non-axisymmetric crustal deformities. Asymmetries in the crust, 
i.e., “mountains” on the surface.

- Unstable fluid modes in the core of the star. Unstable fluid 
oscillations in the fluid core of the star, particularly r-modes.

- Free precession of the whole star. If the rotation axis and 
symmetry axis of the neutron star do not coincide, the 
neutron star will “wobble” and generate gravitational waves.



Crustal Deformities

• Characterize Neutron Star deformation in terms of an 
ellipticity

• in which the    ‘s are the principle moments of inertia of 
the star. 

• The shear modulus of a Neutron Star crust is small relative 
to the pressure, so the maximum ellipticity that can be 
supported by a neutron star crust is only

• The breaking strain,                for the best terrestrial alloys. 
It could be a factor of ten higher for a perfect crystal, or 
several orders of magnitude lower for an amorphous solid.
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• More exotic Neutron Star models can support larger 
ellipticities, e.g., a solid strange-quark star

• or a hybrid star with a solid quark-baryon core and a normal 
Neutron Star exterior

• Regardless of the maximum ellipticity, the mechanism by 
which deformities form is somewhat uncertain.

• For Neutron Stars in binaries, accretion creates hot spots, 
guided by the magnetic fields of the star. Electron capture can 
form mountains at the hot spots with net ellipticities as high 
as 10-5.   Ellipticities of 10-6 can be created by internal 
toroidal magnetic fields in newborn NSs.

Crustal Deformities

�max ⇥ 4� 10�4
� ⇥

10�2

⇥
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• Bulk motions of the fluid that makes 
up the Neutron Star can also create 
quadrupole deformities that lead to 
gravitational wave emission.

• The favoured mechanism is the r-mode 
instability. r-modes are rotation modes, 
for which the restoring force is the 
Coriolis force.

• These are prograde in an inertial frame 
but retrograde in a corotating frame 
and suffer the CFS instability.

Fluid Instabilities - r-Modes

�i = �m�
�

1� 2
l(l + 1)

⇥
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• The Chadrasekhar-Friedman-Schutz instability arises because 
in the inertial frame, the mode is prograde and therefore 
carries away positive angular momentum.

• In the corotating frame, the mode is retrograde. As positive 
angular momentum is radiated, the angular momentum 
becomes more negative and the mode amplitude increases.

• The mode amplitude grows and the star temperature 
increases until the waves break and shocks form.

• The growth of the r-mode was suggested as a mechanism 
for the observed maximum rotation rate of millisecond 
pulsars.

Fluid Instabilities - r-Modes
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• The Chadrasekhar-Friedman-Schutz instability arises because 
in the inertial frame, the mode is prograde and therefore 
carries away positive angular momentum.

• In the corotating frame, the mode is retrograde. As positive 
angular momentum is radiated, the angular momentum 
becomes more negative and the mode amplitude increases.

• The mode amplitude grows and the star temperature 
increases until the waves break and shocks form.

• The growth of the r-mode was suggested as a mechanism 
for the observed maximum rotation rate of millisecond 
pulsars.

• Magnetic fields, hyperon bulk viscosity and nonlinear saturation 
might limit the maximum r-mode amplitude.

Fluid Instabilities - r-Modes



Free Precession

• If the symmetry axis of a Neutron Star is not aligned with 
its rotation axis, the rotation will create a wobble.

• The expected strain from a freely-precessing Neutron Star 
is

• where     is the wobble amplitude in radians,    is the 
distance to the source and    is the star rotation frequency.

• These wobbles may not be very long-lived. Even if they are, 
the amplitude is so low that they will not be detected by 
LIGO, although perhaps by Advanced LIGO.
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Detection

• These are sources for ground-based detectors.

• Waveform modelling is simple

• where     ,      are the detector beam pattern functions,   is 
the inclination of the source to the line of sight and the 
waveform amplitude,     , and phase,       , are given by

• Must also relate time at the detector to time at the 
barycentre, including Einstein delay and Shapiro delay

h(t) =
1
2
F+(t;⇤)h0(1 + cos2 �) cos 2⇥(t) + F�(t;⇤)h0 cos � sin 2⇥(t)

F+ F�
�

h0 �(t)
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Detection of Continuous Wave Sources

• LIGO is searching for gravitational waves from pulsars. 
These searches fall into two categories

➡ Known pulsars. Targeted searches for pulsars which have 
accurate radio timing data.

➡ Unknown pulsars. Blind search across parameter space for 
pulsars that have not been observed previously.

• Known pulsar search uses radio timing data to 
determine the phase evolution and then heterodynes the 
gravitational wave data with this phase function. A 
posterior of the unknown parameters is then 
constructed for each pulsar in the set.

• S3/S4 data estimated upper limits for 76 known pulsars. 
Limit for Crab pulsar was a factor of 2.2 above spindown 
limit.



• LIGO searches use matched filtering (known pulsars) and semi-
coherent methods (unknown pulsars).

• Have obtained limits on emission from known pulsars.

Detection of Continuous Wave Sources
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FIG. 2. Blue points: Value of the theoretical spin-down limit computed for the 11 known pulsars in our analysis, corresponding
to Tab. I, error bars correspond to 1� confidence level. Black triangles: median over the analysed frequency band of the
upper-limits on the GW amplitude, corresponding to Tab. IV. Red dashed line: Estimated sensitivity at 95% confidence
level of a narrow-band search using data from LIGO H. Green dashed line: Estimated sensitivity at 95% confidence level of a
narrow-band search using data from LIGO L.

consistency between the data and the estimated wave-
form [6]. For each target, if no outlier is confirmed by
the follow-up we set an upper-limit on the GW ampli-
tude and NS ellipticity, see Appendix A for more details.

IV. SELECTED TARGETS

We have selected pulsars whose spin-down limit could
possibly be beaten, or at least approached, based on the
average sensitivity of O1 data, see Fig.2. Pulsar distances
and spin-down limits are listed in Tab. I. As distance es-
timations for the pulsars we have used the best fit value
and relative uncertainties given by each indipendet mea-
sure, see pulsars list below and Tab. I for more details.
The uncertainty on the spin-down limit in Tab. I can
be computed using the relation for the variance propaga-
tion3.For two of these pulsars (Crab and Vela) the spin-

3 If variable Y is defined from x

i

random variables with variance
�

2
xi
, then the variance �

2
Y

can be estimated as:

�

2
Y

=
X

i

✓
@Y

@x

i

◆2

�

2
xi

down limit has been already beaten in a past narrow-
band search using Virgo VSR4 data [10]. The other tar-
gets are analysed in a narrow-band search for the first
time. The timing measures for the 11 pulsars were pro-
vided by the 76-meters Lovell telescope and the 42-foot
radio telescopes at Jodrell Bank (UK), the 26-meters tele-
scope telescope at Hartebeesthoek (South Africa), the 64-
meters Parkes radio telescope (Australia) and the Fermi
Large Area Telescope (LAT) which is a space satellite.
For 7 of these pulsars (Crab, Vela, J0205+6449, J1813-
1246, J1952+3252, J2043 +2740 and J2229+6114) up-
dated ephemerides covering O1 period were available and
a targeted search was done in a recent work [8] beating
the spin-down limit for all of them, while for the remain-
ing 4 pulsars we have used older measures extrapolating
the rotational parameters to the O1 epoch. A list of the
analysed pulsars follows:
J0205+6449 : Ephemerides obtained from Jodrell

Bank. This pulsar had a glitch on November 11th 2015
which can a↵ect the CW search [7]. For this reason we
have performed the narrow-band search only on data be-
fore the glitch as done in [8]. The distance are set ac-
cordingly to [14].
J0534+2200 (Crab): One of the high value targets

for CW searches [8] due to its large spin-down value.
For this pulsar it was possible to beat the spin-down
limit in a narrow-band search using Virgo VSR4 data
[10]. Ephemerides have been obtained from Jodrell Bank

LVC, Phys. Rev. D 96 122006 (2017)
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improvement is due to a combination of two factors: the
enhanced sensitivity of advanced detectors and the choice
to compute upper limits over 10�4 Hz sub-bands instead
of the full analysis band, thus reducing the impact of the
look-elsewhere e↵ect in each sub-band [27]. Finally the
narrow-band search for J1813-1749 beats the spin-down
limit (if we exclude from the search the frequency re-
gion around the LIGO H artefact), constraining for the
first time their CW emission. Pulsars J1813-1749 and
J1400-6326 have not been previously analysed in targeted
searches, due to the lack of ephemeris covering O1 or
previous runs. Even if we consider the uncertainties on
the pulsars distance, propagated in Tab. IV for the spin-
down limit and upper-limit ratio, we are still able to beat
the spin-down for those 5 pulsars.

TABLE IV. Median over the analysed frequency band of the
upper-limits obtained on the GW amplitude for the 11 known
pulsars. In the fourth column we report the ratio between the
spin-down limit listed in Tab. I and the median of the upper-
limit, uncertainties correspond to 1� confidence level and are
due to the uncertainties on pulsars distance. The last column
reports the median upper-limit on the fraction of rotational
energy lost due to GW emission.

Name hul ✏ul hul/hsd Ėrot/ĖGW

·10�25 ·10�4

J0205+6449 3.76 7.7 0.54± 0.09 0.29
J0534+2200 (Crab) 1.08 0.58 0.07± 0.02 0.005
J0835-4510 (Vela) 9.28 5.3 0.27± 0.02 0.07
J1400-6326 1.17 2.7 1.3± 0.4 -
J1813-1246 1.80 2.5 > 1.0 -
J1813-1749 1.9 4.8 0.64± 0.04 0.41
J1833-1034 3.08 13 0.99± 0.09 -
J1952+3252 1.31 1.4 1.31± 0.22 -
J2022+3842 1.90 11 1.77± 0.35 -
J2043+2740 14.4 47 2.07± 0.83 -
J2229+6114 1.78 3.4 0.54± 0.35 0.30

VI. CONCLUSION

In this paper we have reported the result of the first
narrow-band search using Advanced LIGO O1 data for
11 known pulsars. For each pulsar, a total of about 107

points in the frequency and spin-down space have been
explored. For 9 pulsars, outliers have been found and
analysed in a follow-up stage. Most of the outliers did
not pass the follow-up step and were labeled as noise fluc-
tuations or instrumental noise artefacts. We have found
two near-threshold outliers, one for J1833-1034 and an-
other for the Vela pulsar, which needed deeper studies
but eventually were rejected. In particular, the outliers
have been searched for in the first five months of LIGO
O2 run and were not confirmed. We have computed
upper-limits on the signal strain, finding for 5 pulsars val-
ues below the spin-down limit in the entire narrow-band
search (Crab, J1813-1749, J0205+6449, 2229+6114 and
Vela). For the Crab and Vela pulsars the upper limits sig-

nificantly improve with respect to past analyses. For an
additional 3 targets (J1833-1034, J1813-1246 and J1400-
6326), the median upper limit across the search bands is
below or very close the spin-down limit. For J1813-1749,
which have never been analysed in a targeted search, we
have beaten the spin-down limit for the first time while
for J0205+6449 and J2229+6114 the spin-down limit has
been beaten for the first time in a narrow-band search.
7 of the 11 pulsars analysed in this work, were also anal-
ysed using O1 data in a target search [8]. The upper-
limits found in this work are about 2-3 times higher with
respect to targeted searches: the sensitivity loss is due
to the fact that we are exploring a large number of tem-
plates in the frequency spin-down plane. On the other
hand we have put for the first time upper-limits in a small
frequency spin-down region around the expected values.
The analysis of forthcoming Advanced LIGO and

Virgo runs [35], with improved sensitivities and longer
durations, could provide the first detection of continuous
gravitational signals from spinning neutron stars, which
would help to shed light on their structure and proper-
ties.

ACKNOWLEDGMENTS

The authors gratefully acknowledge the support of the
United States National Science Foundation (NSF) for
the construction and operation of the LIGO Laboratory
and Advanced LIGO as well as the Science and Tech-
nology Facilities Council (STFC) of the United King-
dom, the Max-Planck-Society (MPS), and the State of
Niedersachsen/Germany for support of the construction
of Advanced LIGO and construction and operation of
the GEO600 detector. Additional support for Advanced
LIGO was provided by the Australian Research Council.
The authors gratefully acknowledge the Italian Istituto
Nazionale di Fisica Nucleare (INFN), the French Centre
National de la Recherche Scientifique (CNRS) and the
Foundation for Fundamental Research on Matter sup-
ported by the Netherlands Organisation for Scientific Re-
search, for the construction and operation of the Virgo
detector and the creation and support of the EGO consor-
tium. The authors also gratefully acknowledge research
support from these agencies as well as by the Council
of Scientific and Industrial Research of India, Depart-
ment of Science and Technology, India, Science & Engi-
neering Research Board (SERB), India, Ministry of Hu-
man Resource Development, India, the Spanish Agencia
Estatal de Investigación, the Vicepresidència i Conselle-
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Label FA Frequency [Hz] Spin-down [nHz/s] ↵ [deg] � [deg]

ip1 0 848.9687 (0.0007) -2.4474 (2.1474) 39.4542 (2.0603) �39.4354 (9.9830)
ip2 0 575.1638 (0.0003) 0.0162 (0.0163) 203.8658 (11.3903) �27.1485 (30.5924)
ip4 0 1393.5286 (0.0021) �24.901 (0.5991) 281.4735 (1.4858) �13.3001 (0.8340) a

ip7 0 1220.5540 (0.0007) �0.0784 (�1.0416) 218.8902 (4.5354) �32.1127 (11.6621)
ip9 0 763.8472 (0.0001) �0.0503 (0.0503) 197.8817 (1.0039) 75.9108 (0.2212)

a
Spin down of ip4 was outside the search range. The estimate was obtained by extending the spin down range in the band where the

hardware injection is located.

TABLE IV. Hardware injection recovery with the Time-Domain F-statistic pipeline. The values in parentheses are the absolute
errors, that is, the di↵erence with respect to the injection parameters. Frequencies are converted to epoch GPS 1131082120.
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Continuous Wave Sources

• Detections of continuous wave sources will tell us many 
things about Neutron Stars

- Ellipticities. If these are high, it will suggest that strange matter 
may play an important role in Neutron Star structure.

- Neutron Star survey. With a significant number of observations, 
we will learn about the distribution of Neutron Star spins, and 
locations.

- Spin down mechanisms. Comparison of observed gravitational 
wave amplitude to spin down rates of known pulsars will 
constrain other physical processes in the systems.

- Neutron Star structure. Amplitudes, rotation rates and glitch 
rates are all probes of Neutron Star structure. Current 
models are very uncertain, and this will help.



Galactic Binaries

• Binary systems in the Milky Way and nearby galaxies 
composed of two compact stars (WD, NS or BH) are 
periodic, continuous wave sources for eLISA and will be 
seen as inspiral and merger sources by BBO and LIGO 
(NS-NS, NS-BH, BH-BH only).

• The majority of the sources are not individually resolvable 
and combine to form the diffuse stochastic foreground 
discussed earlier.

• Sources that are close and therefore louder, or at high 
frequency, where there are less systems, will be individually 
resolved.

• Several binary systems have been observed 
electromagnetically that must be radiating in the eLISA 
band - these are verification binaries.



Verification Binaries

• Several WD-WD binaries are known which have 
frequencies and distances such that eLISA should be able 
to resolve them.
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Verification Binaries

• Several WD-WD binaries are known which have 
frequencies and distances such that eLISA should be able 
to resolve them.

• The other system parameters are somewhat uncertain, so 
only four sources are absolutely guaranteed to be detected 
in one year of observation - HM Cnc (RXJ0806.3+1527), 
V407 Vul, ES Cet and SDSS J0651+28.

• HM Cnc should be seen within a couple of weeks - 
verification of instrument performance.

• Several other systems are likely to be detectable and 
surveys such as Pan-Starrs, EGAPS and (in the future) LSST 
are expected to find more.



Other Binaries

• Population models predict 
distribution of binary 
parameters as endstate of 
stellar evolution. Divide 
into detached and AM CVn 
(mass transfer) systems.

• In these plots chirp mass 

• The superposition of all 
the sources produces a 
loud signal in eLISA.

Plots from Edlund 
et al. (2005)

Mc =
(m1 + m2)2/5

(m1m2)3/5
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Galactic Binaries

• Expect to see a few thousand individually resolved 
binaries with eLISA, of which ~ a thousand will have 
measurable frequency derivatives.
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Galactic Binaries - Detection

• LISA Source. Data analysis will primarily use matched 
filtering.

• Gravitational wave signal is intrinsically very simple

• Expect frequency to be constant for the majority of 
sources. May see some sources chirping due to gravitational 
wave induced inspiral or anti-chirping due to mass transfer.

• Detector modulations impose a periodic signal on the 
response. Single source typically contributes to ~8 
frequency bins over a one year observation.

h+(t) = A(1 + cos2 �) cos(2⇥ft + ⇤0)

h�(t) = �2A(cos �) sin(2⇥ft + ⇤0)

cos � = L̂ · n̂

A = 2
M5/3

c

D (�Mf)2/3



Galactic Binaries

• Galactic binary observations will constrain stellar 
population models, will probe the initial mass function of 
stars and help us identify globular clusters.

• Measurements of frequency derivatives probe tidal 
interactions, which are thought to be important in 
detached compact binary systems.

• Observations of mass-transfer systems will probe the 
physics of mass-transfer stability.

• eLISA will not observe WD-WD mergers, but the 
observed short period systems can be used to infer the 
merger rate.

• eLISA will also detect binaries containing NSs and BHs. 
There is the possibility of simultaneous eLISA and LIGO 
observations of ultra-compact X-ray binaries.



Galactic Binaries

• Combined GW and EM observations could be used to 
calibrate the local distance scale, and AM CVn models.

• The plot below is for Classic LISA. Current configuration 
will see only ~1/2 of these events, but fractions observed 
electromagnetically will be comparable.

Plot of expected 
number of 
observed WD-WD 
binaries, in each 
waveband. 
Nelemans (2004).



Ringdown Radiation

• After a binary merger, the newly formed black hole takes 
time to settle down after merger. It settles into a Kerr 
black hole state, radiating higher multipole perturbations 
at the quasi-normal frequencies of the black hole.

• The ringdown waveform takes a simple form

• and the ringdown frequency and quality factor can be 
approximated by

• where     and    are the mass and spin of the merged 
remnant.

• Search for ringdowns separately since they are at higher 
frequency - detect sources that merged out of band.

h(t� t0) = Ae�
�f0
Q t cos(2�f0t + ⇥0)

Q ⇥ 2(1� �)�0.45f0 ⇥
1

2�GM

�
1� 0.63(1� ⇥)0.3

⇥

M �



Ringdown Radiation

Ringdown 
waveform from 
Goggin et al. 
(2006)



Ringdown Searches

• LIGO bringdown only searches were carried out in S6 
These again used matched filtering. Template placement is 
analytical in this case since waveform is simple.
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FIG. 1. Ringdown horizon distances, DH, weighted by the square root of the ringdown e�ciency,
⇥
�, as a function of final

black hole mass for Period 1 (left) and Period 2 (right). Here we have set � = 1%. The dimensionless spin parameter is set to
â = 0.9. For example, during Period 1, a � 200M� ringdown source with � = 1%, â = 0.9, and optimal location and orientation
at a distance of � 530Mpc would produce a signal-to-noise ratio of 8 in the H1 detector.

in Section IB, the amplitude and ringdown e⇥ciency for
coalescing binaries are functions of the symmetric mass
ratio ⇥; however we choose to plot a quantity, DH/

�
�,

which does not have this dependence. Dips in the ring-
down horizon distance correspond directly to features of
the detectors’ noise spectral density curves. For instance,
the strong dip in sensitivity at 360M� is due to 60Hz
utility frequency noise.

The S6 run, during the phase of the enhanced LIGO de-
tector configuration, followed a series of upgrades to the
initial detectors to improve sensitivity. These enhance-
ments included a higher power laser, a new DC readout
system, and an improved seismic isolation system [54].
Similarly, the Virgo detector saw several improvements
between its VSR1 and VSR2 runs including a more pow-
erful laser, a thermal compensation system and improved
scattered light mitigation. Before Virgo’s VSR3 run in
early 2010, monolithic suspensions with fused-silica fibers
were installed [55]. Figure 1 (right) demonstrates the H1,
L1, and V1 detectors’ sensitivities to ringdown signals
from spinning black holes with â = 0.9 and � = 1% for
typical Period 2 performance.

Gravitational-wave strain data from each of the de-
tectors are known to be both non-Gaussian and non-
stationary. Non-Gaussianity is often manifested as noise
transients, or glitches, in the strain data. E�orts are
made to diagnose and remove glitches and stretches of
elevated noise from the data set using environmental and
instrumental monitors [56–58]. In this search, as in pre-
vious searches of LIGO-Virgo data, we apply three levels
of data quality vetoes [59, 60]; see Appendix A of [6]
for a more detailed account of the three levels of vetoes.
Data remaining after the first and second veto levels have
been applied are searched for possible detection candi-
dates (see Section IV). Data remaining after all three

TABLE I. Length of each network’s total analyzed time after
the third level of vetoes has been applied and the playground
data set has been removed.

Analysis Timea (years)
Network Period 1 Period 2
H1L1 0.09 0.17
H1V1 – 0.10
H2L1 0.07 –
L1V1 – 0.06
H1H2L1 0.63 –
H1L1V1 – 0.08

a Excluding playground time.

veto levels have been applied are searched for detection
candidates and are also used in constraining the IMBH
merger rate (see Section V). Table I gives the total an-
alyzed time after all three veto levels are applied. The
table also reports the analyzed time after the removal
of the “playground” data set used for pipeline tuning as
described in Section IIIA.

III. RINGDOWN SEARCH

The ringdown search algorithm, first introduced
in [15], is based on the optimal method for finding mod-
eled signals buried in Gaussian noise, the matched fil-
ter [61]. The data from multiple gravitational wave detec-
tors are match filtered with single-mode ringdown tem-
plates to test for the presence or absence of signals in the
data. The output is a signal-to-noise ratio (SNR) time se-
ries [15] from which local maxima above a pre-determined
SNR threshold, called triggers, are retained for further



Ringdown Searches

• LIGO bringdown only searches were carried out in S6 
These again used matched filtering. Template placement is 
analytical in this case since waveform is simple.
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tween the injected model waveforms and the true wave-
form. For EOBNRv2 waveforms below ⇤ 250M⇥, com-
parisons with numerical models indicate that uncertain-
ties in these waveforms result in ⇥ 10% systematic uncer-
tainty in the SNR, corresponding to a ⇥ 30% uncertainty
in sensitive volume. For higher masses, the systematic
uncertainty in the SNR could be as high as 25%. Due
to our incomplete knowledge of the true waveform and
its changing uncertainty over the mass range we have
explored, no systematic errors associated with imperfect
waveform modeling were applied to the rate upper limits
reported in this paper. Systematic errors were also not
applied to previous searches [74, 76] using full coales-
cence waveforms up to 100M⇥ and thus we can compare
the upper limits directly with those results. A previous
weakly modeled burst search [75] used waveform errors
of ⇤ 15%. Thus, in order to compare with these results,
the upper limits reported here should be rescaled as de-
scribed in Section VB. Regarding ringdown waveforms,
due to our lack of knowledge about the population of
black holes producing the waveforms and the waveforms
themselves, we again assign no systematic error to rate
upper limits computed with ringdown waveforms.

The statistical error originating from the finite number
of Monte Carlo injections that we have performed is the
final source of error for which we must account. These
errors on the e⇥ciency at a given distance are found to
range between 1.7% and 6.2% and were marginalized over
using the method described in [78, 79].

B. Rate limits from EOBNRv2 injections

In order to evaluate the sensitivity of the ringdown
search to waveforms from binary IMBH coalescing sys-
tems with non-spinning components, we used a set of in-
jections from the EOBNRv2 waveform family described
in Section IIIA. Due to the variation in ringdown search
sensitivity over di�erent mass ratios, we chose to com-
pute IMBH coalescence rate upper limits separately for
q = 1 and q = 4. The injection sets were distributed
uniformly over a total component mass range from 50 ⇥
M/M⇥ ⇥ 450 and upper limits were computed in mass
bins of width 50M⇥. The final black hole spins of these
injections can be determined from the mass ratios and
zero initial component spins [84]. For q = 1, we find
â = 0.69, and for q = 4, we find â = 0.47.

The average sensitive distances of the ringdown search
to IMBH binaries described by EOBNRv2 signal wave-
forms for both q = 1 and q = 4 are shown in Fig. 3 for
Period 1 and Period 2. The most sensitive mass bin in
both cases is 100 ⇥ M/M⇥ ⇥ 150 corresponding roughly
to 110 ⇥ f0/Hz ⇥ 170 near the peak sensitivity of the
LIGO detectors. For q = 1, the average sensitive distance
of the 100 ⇥ M/M⇥ ⇥ 150 mass bin was 240Mpc. For
q = 4, the average sensitive distance for this mass bin
decreases by more than a factor of two to 110Mpc. As
discussed in Section IB, the reduced ringdown e⇥ciency
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FIG. 3. Average sensitive distances of the ringdown search
to binary systems described by EOBNRv2 signal waveforms
over a range of total component masses for Period 1 [q = 1
(yellow), q = 4 (green)] and Period 2 [q = 1 (cyan), q = 4
(blue)].

for q = 4 binary systems leads to lower amplitude wave-
forms and hence, to lower average sensitive distances.
Additionally, the lower final black hole spin for q = 4
binary systems acts to decrease the average sensitive dis-
tance relative to q = 1 binary systems for which the final
spin is larger. The sensitive distance of higher mass bins
drops o� significantly due to the steeply rising seismic
noise in the detector at low frequencies. This a�ect is ac-
centuated for q = 4 systems relative to q = 1 systems at
a fixed mass because a smaller final spin leads to a lower
frequency ringdown. The sensitive distance of mass bin
400 ⇥ M/M⇥ ⇥ 450 is over an order of magnitude less
than the sensitive distance of our most sensitive mass
bins for both q = 1 and q = 4 cases.
Figure 4 shows the 90%-confidence upper limits on

non-spinning IMBH coalescence rates. The most ef-
ficiently detected mass bin was found to be 100 ⇥
M/M⇥ ⇥ 150 for equal mass IMBH binaries. We find
an upper limit at 90%-confidence on the coalescence rate
of equal mass IMBH binaries with non-spinning compo-
nents for this mass bin of 0.069�10�6 Mpc�3 yr�1. From
the discussion of astrophysical rates of IMBH mergers
in Section IA, we see that this rate upper limit is still
several orders of magnitude away from constraining the
astrophysical rate from GCs.
Previous searches for weakly-modeled burst signals

found no plausible events [75, 77]. The most recent
search reports a rate density upper limit for non-spinning
IMBH coalescences of 0.12�10�6 Mpc�3yr�1 at the 90%-
confidence level in the most e⇥ciently detected mass bin
centered on m1 = m2 = 88M⇥ [77]. A direct comparison
of our q = 1 upper limits shown in Fig. 4 to this burst
search result should be made with care due to the fol-
lowing di�erences between the two analyses: statistical
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in a darker shade. Overlaid in a lighter shade are upper limits
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approaches leading to di�erent search thresholds, treat-
ment of uncertainties, analyzed detector networks, and
mass and distance binnings. Additionally, while the ring-
down search employed the Bayesian formulation [78, 79]
for calculating the rate upper limit, the burst search used
a frequentist method. Nevertheless, although the impact
of the reported di�erences is hard to quantify, the upper
limits determined by the two analyses can be considered
consistent with each other. A more robust comparison of
the sensitivity of the burst searches and an earlier version
of the ringdown search without a multivariate classifier
will be presented in a future paper [85].

Additionally, we can make a comparison with the
upper limits reported from the matched filter search
for gravitational waves from the inspiral, merger, and
ringdown of non-spinning binary black holes with to-
tal masses 25 ⇤ M/M⇥ ⇤ 100 [76]. This search con-
sidered similar uncertainties and similar analyzed net-
works to those used by the ringdown search so a re-
sult comparison is fairly straight-forward. From Table I
of [76], we find that for systems with q = 1, the rate
upper limits for masses 46M⇥ to 100M⇥ vary in the
range 0.33⇥10�6 Mpc�3yr�1 to 0.070⇥10�6 Mpc�3yr�1.
From Fig. 4, we find a rate upper limit for mass bin
50 ⇤ M/M⇥ ⇤ 100 of 0.16 ⇥ 10�6 Mpc�3yr�1, a value
consistent with the BBH rate upper limit range for these
masses and mass ratio.

Finally, note that we can rescale our rate upper lim-
its by any systematic uncertainty by applying the scal-
ing factor (1 � ⇥)�3 where ⇥ is the systematic uncer-
tainty. Thus, we can apply a conservative waveform un-

certainty of 15% by rescaling our rate upper limit up-
ward by a factor of 1.63. From Fig. 4, we find a rescaled
rate upper limit of 0.11⇥10�6 Mpc�3 yr�1 for mass bin
100 ⇤ M/M⇥ ⇤ 150 and 0.15⇥10�6 Mpc�3 yr�1 for
mass bin 150 ⇤ M/M⇥ ⇤ 200.

C. Rate limits from Ringdown injections

In order to compare with [15], we determined a 90%-
confidence upper limit of 4 ⇥ 10�8 Mpc�3yr�1 on rates
of pure ringdowns from perturbed black holes with uni-
formly distributed masses 85 ⇤ M/M⇥ ⇤ 146, uni-
formly distributed spins 0 ⇤ â ⇤ 0.99, and a fixed ring-
down e⇥ciency of � = 1%. We expect ringdown sig-
nals from IMBH mergers to emit near this e⇥ciency in
the (⇤ = m = 2) fundamental mode if the mass ratio is
near unity. However, for other sources of perturbed black
holes, such as a hypermassive star collapse directly to a
perturbed IMBH, we expect � ⇧ 1%. Thus, the rate up-
per limit reported in this section will not be applicable
to such sources.
Reference [15] placed a 90% confidence upper limit

on the rate of ringdowns from black holes with frequen-
cies distributed uniformly in log10 (f0) in the range 70 ⇤
f0/Hz ⇤ 140 and uniformly in quality factor 2 ⇤ Q ⇤ 20
of 3.2⇥ 10�5 Mpc�3yr�1. Thus, a rough comparison in-
dicates an improvement of nearly three orders of magni-
tude. A significant portion of this improvement results
from a huge increase in the analysis time. Due to the
high false alarm rate in double coincident analysis time,
an upper limit was set in [15] using only triple coinci-
dent time, a total of 0.0375 years. We analyzed both
triple and double coincident time in both Period 1 and
Period 2, a total of 1.2 years. Such an increase in analysis
time results in a factor of ⌅ 32 improvement in the upper
limit. Additionally, a significant improvement in detec-
tor sensitivity due to detector upgrades between science
runs contributed to a better upper limit. Furthermore,
since only triple coincident time was analyzed in [15], the
sensitivity was limited by the least sensitive detector, H2,
which was shown to have a horizon distance of ⌅ 130Mpc
at 250M⇥ as shown in Fig. 2 in [15]. However, since we
analyzed both triple and double coincident triggers, the
limiting detector was typically the L1 detector. We can
compare the H2 horizon distance in Fig. 2 in [15] to the
L1 horizon distance in Fig. 1 at 250M⇥ to see that the
horizon distance of the limiting detector improved by a
factor of ⌅ 3 for â = 0.9. Since the upper limit scales
with volume, a factor of ⌅ 3 in distance results in a fac-
tor of ⌅ 27 in the upper limit. However, we expect this
factor improvement to decrease for the lower masses on
which the ringdown upper limit was set.
Thus, from the improvements both in analysis time

and detector sensitivity, we find already roughly three
orders of magnitude improvement. However, several
caveats would apply to a direct comparison: di�erent in-
jection distributions in (M, â)-space, the improvements
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