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#### Abstract

In this note, we prove the last remaining case of the original 15 two-term supercongruence conjectures for sporadic sequences. The proof utilizes a new representation for this sequence (due to Gorodetsky) as the constant term of powers of a Laurent polynomial.


## 1. Introduction

The original 15 sporadic sequences are integer solutions to specific three-term recurrences. The first six with labels $\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}, \mathbf{E}$ and $\mathbf{F}$ were found by Zagier [16], the next six denoted $(\alpha),(\gamma),(\delta),(\epsilon),(\eta)$ and $(\zeta)$ were discovered by Almkvist and Zudilin [1] while the final three $s_{7}, s_{10}$ and $s_{18}$ are due to Cooper [4]. The Apéry numbers for $\zeta(2)$ and $\zeta(3)$ are $\mathbf{D}$ and $(\gamma)$, respectively. These sequences are "sporadic" in the sense that they are not terminating, polynomial, hypergeometric or Legendrian solutions [16, Section 3]. Each of the 15 cases has a modular parametrization [5, Tables 1-3], binomial sum representation [14, Tables 1 and 2] and geometric origin [17]. One intriguing aspect of these sequences lies in their arithmetic properties. In $[11,14]$, the following two-term supercongruences were conjectured.

Conjecture 1.1. Let $A(n)$ be one of the 15 original sporadic sequences. Then, for all primes $p \geq 5$ and all integers $m, r \geq 1$,

$$
A\left(m p^{r}\right) \equiv A\left(m p^{r-1}\right) \quad\left(\bmod p^{\lambda r}\right)
$$

where $\lambda=3$ except in the cases $\mathbf{B}, \mathbf{C}, \mathbf{E}, \mathbf{F}$ and $s_{18}$ in which case $\lambda=2$.
Conjecture 1.1 has been established via the techniques in $[6]$ for $\mathbf{A}, \mathbf{D},(\gamma)$ and $s_{10},[12]$ for $\mathbf{C}$, [13] for $\mathbf{E}$ and $(\alpha),[14]$ for $(\epsilon),(\eta), s_{7}$ and $s_{18},[8]$ for $(\zeta),[9]$ for $\mathbf{B}$ and [15] for $\mathbf{F}$. This leaves the case ( $\delta$ ) which can be expressed as [1]

$$
\begin{equation*}
A_{\delta}(n)=\sum_{k=0}^{\left\lfloor\frac{n}{3}\right\rfloor}(-1)^{k} 3^{n-3 k}\binom{n}{3 k}\binom{n+k}{n} \frac{(3 k)!}{k!^{3}} \tag{1.1}
\end{equation*}
$$

where $\rfloor$ is the usual floor function. The appearance of powers of 3 in (1.1) causes difficulty. For example, after considerable work the $r=1$ case of Conjecture 1.1 for ( $\delta$ ) was confirmed in [2]. Fortunately, there is an alternative representation for $A_{\delta}(n)$ as the constant term of $\Lambda(x, y, z)^{n}$ where

$$
\Lambda(x, y, z)=\frac{(x+y-1)(x+z+1)(y-x+z)(y-z+1)}{x y z} .
$$
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Let $\boldsymbol{a}=\left(a_{1}, \ldots, a_{\ell}\right)$ be a tuple of nonnegative integers such that $a_{1}+\ldots+a_{\ell}=n$ and consider the multinomial coefficient

$$
\binom{n}{\boldsymbol{a}}=\binom{n}{a_{1}, \ldots, a_{\ell}}:=\frac{n!}{a_{1}!\cdots a_{\ell}!} .
$$

In [9, Proposition 3.3], Gorodetsky proved that

$$
\begin{equation*}
A_{\delta}(n)=\sum_{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U(n)}(-1)^{a_{2}+b_{1}+d_{3}}\binom{n}{\boldsymbol{a}}\binom{n}{\boldsymbol{b}}\binom{n}{\boldsymbol{c}}\binom{n}{\boldsymbol{d}} \tag{1.2}
\end{equation*}
$$

where

$$
U(n)=\left\{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in \mathbb{Z}_{\geq 0}^{12}: \begin{array}{rr}
a_{1}+a_{2}+a_{3}=n, & b_{1}+c_{1}+d_{1}=n  \tag{1.3}\\
b_{1}+b_{2}+b_{3}=n, & a_{1}+b_{2}+d_{2}=n \\
c_{1}+c_{2}+c_{3}=n, & a_{2}+b_{3}+c_{2}=n \\
d_{1}+d_{2}+d_{3}=n, & a_{3}+c_{3}+d_{3}=n
\end{array}\right\} .
$$

Note that the final condition in (1.3) is the result of taking the sum of the first four equations and then applying the fifth, sixth and seventh equations. We have added this extra equation in order to streamline the subsequent discussion. The purpose of this note is to utilize (1.2) and (1.3) to resolve Conjecture 1.1 in this last remaining case. Our main result is the following.

Theorem 1.2. For all primes $p \geq 5$ and integers $m, r \geq 1$, we have

$$
\begin{equation*}
A_{\delta}\left(m p^{r}\right) \equiv A_{\delta}\left(m p^{r-1}\right) \quad\left(\bmod p^{3 r}\right) . \tag{1.4}
\end{equation*}
$$

The paper is organized as follows. In Section 2, we present some preliminaries, including two key steps in the proof of Theorem 1.2. The first step (see Proposition 2.4) reduces the proof to considering only those tuples in (1.2) which are not divisible by $p$ while the second step (see Proposition 2.5) decomposes a certain subset of $U\left(m p^{r}\right)$ into disjoint unions of sets. In Section 3, we prove Theorem 1.2. In Section 4, we briefly address two nice questions posed by the referee. We make three final remarks. First, Straub [15] used (1.2) and (1.3) (without the final condition) to prove (1.1) for the case $(\delta)$ with $\lambda=2$. Second, Cooper [5] has recently investigated sequences that are solutions to four-term recurrences and exhibit several novel features. For example, some of the sequences take values in $\mathbb{Z}[i]$ or $\mathbb{Z}[\sqrt{2}]$ and appear to satisfy "rare" supercongruences [5, Conjectures 11.1-11.5]. Lastly, there is currently no general framework which explains either Conjecture 1.1 or [10, Conjecture 1.3]. For a recent promising development in this direction, see [3].

## 2. Preliminaries

We first recall the following result [7, Theorem 2.2].
Lemma 2.1. For primes $p \geq 5$ and integers $m, k$ and $r, s \geq 1$,

$$
\binom{m p^{r}}{k p^{s}} /\binom{m p^{r-1}}{k p^{s-1}} \equiv 1 \quad\left(\bmod p^{r+s+\min (r, s)}\right) .
$$

Remark 2.2. Lemma 2.1 also holds for primes 2 and 3 with the exponent replaced by $r+s+$ $\min (r, s)-2$ and $r+s+\min (r, s)-1$, respectively.

Note that if $p \nmid k$ and $s \leq r$, then

$$
\begin{equation*}
\binom{m p^{r}}{k p^{s}}=p^{r-s} \frac{m}{k}\binom{m p^{r}-1}{k p^{s}-1} \equiv 0 \quad\left(\bmod p^{r-s}\right) \tag{2.1}
\end{equation*}
$$

Let $\sum^{\prime}$ denote the sum over indices not divisible by $p$.
Lemma 2.3. For primes $p \geq 3$ and integers $s \geq 0$,

$$
\sum_{x=1}^{p^{s}-1} \frac{(-1)^{x}}{x^{2}} \equiv 0 \quad\left(\bmod p^{s}\right)
$$

Proof. The terms in the sum can be grouped into disjoint pairs $\left\{x, p^{s}-x\right\}$ as $1 \leq x \leq p^{s}-1$ implies $x \not \equiv p^{s}-x\left(\bmod p^{s}\right)$. As $p \nmid x$, each of these pairs contributes

$$
\frac{(-1)^{x}}{x^{2}}+\frac{(-1)^{p^{s}-x}}{\left(p^{s}-x\right)^{2}} \equiv 0 \quad\left(\bmod p^{s}\right)
$$

and so the result follows.
We now present the two key steps in the proof of Theorem 1.2. For $\beta \in \mathbb{R}$, we write $\beta \boldsymbol{a}=$ $\left(\beta a_{1}, \ldots, \beta a_{\ell}\right)$. Given $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U(n)$, let

$$
\begin{equation*}
B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}):=(-1)^{a_{2}+b_{1}+d_{3}}\binom{n}{\boldsymbol{a}}\binom{n}{\boldsymbol{b}}\binom{n}{\boldsymbol{c}}\binom{n}{\boldsymbol{d}} . \tag{2.2}
\end{equation*}
$$

For a vector $\boldsymbol{a}$ with component $a_{i}$ and prime $p$, we write $p \mid \boldsymbol{a}$ to mean $p \mid a_{i}$ for every $i$ and $p \nmid \boldsymbol{a}$ if $p \nmid a_{i}$ for some $i$. Moreover, we write $p \mid(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})$ if $p \mid \boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}$ and $\boldsymbol{d}$ and $p \nmid(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})$ if $p$ does not divide at least one of $\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}$. Finally, we define $v_{p}(\boldsymbol{a})=\min \left\{v_{p}\left(a_{i}\right): i\right\}$. We thank Armin Straub for his permission to include the proof of the following result (cf. [15, Section 3]).
Proposition 2.4. For all primes $p \geq 5$ and integers $m, r \geq 1$ and $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U\left(m p^{r}\right)$ with $p \mid(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})$,

$$
\begin{equation*}
B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \equiv B((\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) / p) \quad\left(\bmod p^{3 r}\right) \tag{2.3}
\end{equation*}
$$

Proof. Write $s_{1}=\min \left(\nu_{p}\left(a_{1}\right), r\right), s_{2}=\min \left(\nu_{p}\left(a_{2}\right), r\right)$ and $s_{3}=\min \left(\nu_{p}\left(a_{3}\right), r\right)$ and suppose $s_{1} \geq s_{2}$ and $s_{3}$. Thus, $a_{3}=m p^{r}-a_{1}-a_{2}$ is divisible by exactly $p^{s_{2}}$, and hence $s_{2}=s_{3}$. It follows from two applications of Lemma 2.1 applied to

$$
\binom{m p^{r}}{\boldsymbol{a}}=\binom{m p^{r}}{a_{1}}\binom{m p^{r}-a_{1}}{a_{2}}
$$

(note that $p^{s_{1}}$ divides $\left.m p^{r}-a_{1}\right)$ that since $p \mid \boldsymbol{a}$

$$
\begin{equation*}
\binom{m p^{r}}{\boldsymbol{a}} /\binom{m p^{r-1}}{\boldsymbol{a} / p} \equiv 1 \quad\left(\bmod p^{s_{1}+2 s_{2}}\right) . \tag{2.4}
\end{equation*}
$$

The same argument applies with $\boldsymbol{a}$ replaced by $\boldsymbol{b}, \boldsymbol{c}$ or $\boldsymbol{d}$. Suppose that the value of the quantity $s_{1}+2 s_{2}$ is smallest for $\boldsymbol{a}$ in comparison with those for $\boldsymbol{b}, \boldsymbol{c}$ and $\boldsymbol{d}$. Then, using (2.4) leads to

$$
\begin{equation*}
\frac{B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})}{B((\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) / p)} \equiv 1 \quad\left(\bmod p^{s_{1}+2 s_{2}}\right) \tag{2.5}
\end{equation*}
$$

By the constraints defining $U(n)$ in (1.3), we may write

$$
\begin{equation*}
B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})=(-1)^{a_{2}+b_{1}+d_{3}}\binom{m p^{r}}{a_{1}, b_{2}, d_{2}}\binom{m p^{r}}{a_{2}, b_{3}, c_{2}}\binom{m p^{r}}{a_{3}, c_{3}, d_{3}}\binom{m p^{r}}{b_{1}, c_{1}, d_{1}} . \tag{2.6}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\left.\binom{m p^{r}}{a_{1}}\binom{m p^{r}}{a_{2}}\binom{m p^{r}}{a_{3}} \right\rvert\, B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) . \tag{2.7}
\end{equation*}
$$

For $i=1,2$ or 3 , write $a_{i}=k_{i} p^{s_{i}}$. Recall $s_{i}=\min \left(\nu_{p}\left(a_{i}\right), r\right)$. There are now two cases. If $r \leq \nu_{p}\left(a_{i}\right)$, then $s_{i}=r$. Otherwise, $s_{i}=\nu_{p}\left(a_{i}\right) \leq r$ and $p \nmid k_{i}$. In either case, we may apply (2.1) and (2.7) to obtain

$$
\begin{equation*}
B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \equiv 0 \quad\left(\bmod p^{3 r-s_{1}-2 s_{2}}\right) \tag{2.8}
\end{equation*}
$$

Combining (2.5) and (2.8) yields (2.3).
For a fixed prime $p \geq 5$ and integers $m, r \geq 1$, consider the sets

$$
\begin{equation*}
U_{\boldsymbol{a} \boldsymbol{b}}\left(m p^{r}\right):=\left\{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U\left(m p^{r}\right): p \nmid \boldsymbol{a} \text { and } \boldsymbol{b}, p \mid \boldsymbol{c} \text { and } \boldsymbol{d}\right\} \tag{2.9}
\end{equation*}
$$

and

$$
U_{\boldsymbol{a} \boldsymbol{b}}^{(s)}\left(m p^{r}\right):=\left\{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U_{\boldsymbol{a} \boldsymbol{b}}\left(m p^{r}\right): s=\min \left(\nu_{p}(\boldsymbol{c}), \nu_{p}(\boldsymbol{d}), r\right)\right\} .
$$

Clearly, $1 \leq s \leq r$. Furthermore, let $\boldsymbol{x}:=(x,-x, 0,0,-x, x, 0,0,0,0,0,0) \in \mathbb{Z}^{12}$,

$$
S_{p^{s}}:=\left\{0 \leq x \leq p^{s}: p \nmid x\right\}
$$

and

$$
L_{s}\left(m p^{r}\right):=\left\{\ell \in p^{s} \mathbb{Z}_{\geq 0}^{12}: \ell+\boldsymbol{x} \in U_{\boldsymbol{a b}}^{(s)}\left(m p^{r}\right) \text { for some } x \in S_{p^{s}}\right\} .
$$

Note that the sets $L_{s}\left(m p^{r}\right)$ are disjoint as $\ell \in L_{s}\left(m p^{r}\right)$ implies $\nu_{p}(\ell)=s$. Finally, for each $\ell \in L_{s}\left(m p^{r}\right)$, consider

$$
T_{s, \ell}:=\left\{\boldsymbol{\alpha} \in \mathbb{Z}^{12}: \boldsymbol{\alpha}=\boldsymbol{\ell}+\boldsymbol{x} \text { for } x \in S_{p^{s}}\right\} .
$$

Proposition 2.5. We have

$$
U_{\boldsymbol{a} \boldsymbol{b}}\left(m p^{r}\right)=\bigsqcup_{1 \leq s \leq r} \bigsqcup_{\ell \in L_{s}\left(m p^{r}\right)} T_{s, \ell} .
$$

Proof. We first observe that the sets $T_{s, \ell}$ are disjoint for each fixed $s$. Let $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U_{\boldsymbol{a} \boldsymbol{b}}\left(m p^{r}\right)$. Then $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U_{\boldsymbol{a} \boldsymbol{b}}^{(s)}\left(m p^{r}\right)$ for $s=\min \left(\nu_{p}(\boldsymbol{c}), \nu_{p}(\boldsymbol{d}), r\right)$. Reducing the fifth and eighth equation in (1.3), we find $p^{s} \mid b_{1}$ and $p^{s} \mid a_{3}$, respectively. Hence, we may write

$$
(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})=p^{s} \boldsymbol{k}+(x, y, 0,0, z, w, 0,0,0,0,0,0,0)
$$

for some $\boldsymbol{k} \in \mathbb{Z}_{\geq 0}^{12}$ and $x, y, z, w \in S_{p^{s}}$. Now, reducing the first, sixth and seventh equations modulo $p^{s}$ in (1.3), we obtain $-y \equiv-z \equiv w \equiv x\left(\bmod p^{s}\right)$ and so

$$
(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})=p^{s} \boldsymbol{k}^{\prime}+\boldsymbol{x} \in U_{\boldsymbol{a} \boldsymbol{b}}^{(s)}\left(m p^{r}\right)
$$

where only the components $k_{2}, k_{5}$ and $k_{6}$ of $\boldsymbol{k}$ have been redefined to form $\boldsymbol{k}^{\prime}$. Thus, $\boldsymbol{\ell}:=p^{s} \boldsymbol{k}^{\prime} \in$ $L_{s}\left(m p^{r}\right)$ and so $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in T_{s, \ell}$. Conversely, let $\boldsymbol{\alpha} \in T_{s, \boldsymbol{\ell}}$ for some $1 \leq s \leq r$ and $\boldsymbol{\ell} \in L_{s}\left(m p^{r}\right)$. Then $\boldsymbol{\alpha}=\boldsymbol{\ell}+\boldsymbol{x}=p^{s} \boldsymbol{k}+\boldsymbol{x} \in U_{\boldsymbol{a} \boldsymbol{b}}^{(s)}\left(m p^{r}\right)$ for some $\boldsymbol{k} \in \mathbb{Z}_{\geq 0}^{12}$ and $x \in S_{p^{s}}$. Note that, in fact, if we replace the component $x$ in $\boldsymbol{x}$ with any $y \in S_{p^{s}}$ and write $\boldsymbol{\alpha}^{\prime}$ for the associated vector, then the eight equations in (1.3) are still satisfied for $\boldsymbol{\alpha}^{\prime}$. Also, since $x, y \in S_{p^{s}}, p^{s} k_{2}-x \geq 0$
and $p^{s} k_{5}-x \geq 0$, we have $p^{s} k_{2}-y \geq 0$ and $p^{s} k_{5}-y \geq 0$. Hence, $\boldsymbol{\alpha}^{\prime} \in U_{\boldsymbol{a b}}^{(s)}\left(m p^{r}\right)$ and so $T_{s, \ell} \subseteq U_{\boldsymbol{a} \boldsymbol{b}}^{(s)}\left(m p^{r}\right)$.

Let $\rceil$ denote the usual ceiling function. The next two results follow from splitting the defined product of the binomial coefficient, according to whether the index is divisible by $p$ or not. The first result is [14, Lemma 2.4]. We omit the proof of the second result.

Lemma 2.6. For primes $p$, integers $m$ and integers $k \geq 0, s \geq 1$,

$$
\binom{m p^{s}-1}{k}(-1)^{k} \equiv\binom{m p^{s-1}-1}{\lfloor k / p\rfloor}(-1)^{\lfloor k / p\rfloor} \quad\left(\bmod p^{s}\right) .
$$

Lemma 2.7. For primes $p$, integers $m$ and integers $k, \ell \geq 0, s \geq 1$,

$$
\binom{m p^{s}-\ell}{k p^{s}} \equiv\binom{m p^{s-1}-\lceil\ell / p\rceil}{ k p^{s-1}} \quad\left(\bmod p^{s}\right) .
$$

For tuples $\ell:=\left(\ell_{1}, \ldots, \ell_{12}\right) \in \mathbb{Z}^{12}$, integers $n$ and $x \in \mathbb{R}$, define

$$
\begin{equation*}
C(\ell, n, x)=\binom{n-1}{\ell_{1}+\lfloor x\rfloor}\binom{ n-\ell_{1}-\lceil x\rceil}{\ell_{3}}\binom{n-1}{\ell_{6}-\lfloor x\rfloor}\binom{ n-\ell_{6}-\lceil x\rceil}{\ell_{4}} . \tag{2.10}
\end{equation*}
$$

The reason for the choice of (2.10) will be made clear in the proof of Theorem 1.2, in particular see (3.12).

Lemma 2.8. Let $p$ be an odd prime such that $p^{s}$ divides both $\boldsymbol{\ell}$ and $n$ for some $s \geq 1$ and $x \in \mathbb{R}$ with $0 \leq x \leq p^{s}$. Then

$$
C(\ell, n, x) \equiv C(\ell / p, n / p, x / p) \quad\left(\bmod p^{s}\right) .
$$

Proof. Let $\boldsymbol{\ell}=\left(p^{s} k_{1}, \ldots, p^{s} k_{12}\right)$ and $n=m p^{s}$ where $k_{i}, m \in \mathbb{Z}$ for $1 \leq i \leq 12$. After applying Lemmas 2.6 and 2.7, using the facts $\lfloor x / p\rfloor=\lfloor\lfloor x\rfloor / p\rfloor$ and $\lceil x / p\rceil=\lceil\lceil x\rceil / p\rceil$ and simplifying, we obtain

$$
\begin{aligned}
C\left(\ell, m p^{s}, x\right)= & \binom{m p^{s}-1}{p^{s} k_{1}+\lfloor x\rfloor}\binom{ m p^{s}-p^{s} k_{1}-\lceil x\rceil}{ p^{s} k_{3}}\binom{m p^{s}-1}{p^{s} k_{6}+\lfloor x\rfloor}\binom{ m p^{s}-p^{s} k_{6}-\lceil x\rceil}{ p^{s} k_{4}} \\
\equiv & \binom{m p^{s-1}-1}{p^{s-1} k_{1}+\lfloor x / p\rfloor}\binom{ m p^{s-1}-p^{s-1} k_{1}-\lceil x / p\rceil}{ p^{s-1} k_{3}}\binom{m p^{s-1}-1}{p^{s-1} k_{6}+\lfloor x / p\rfloor} \\
& \times\binom{ m p^{s-1}-p^{s-1} k_{6}-\lceil x / p\rceil}{ p^{s-1} k_{4}} \quad\left(\bmod p^{s}\right) \\
\equiv & C\left(\ell / p, m p^{s-1}, x / p\right)\left(\bmod p^{s}\right) .
\end{aligned}
$$

## 3. Proof of Theorem 1.2

We are now in a position to prove our main result.

Proof of Theorem 1.2. We begin by splitting the sum in (1.2) as

$$
\begin{align*}
A_{\delta}\left(m p^{r}\right) & =\sum_{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U\left(m p^{r}\right)} B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \\
& =\sum_{\substack{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U\left(m p^{r}\right) \\
p \mid(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})}} B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})+\sum_{\substack{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c} \boldsymbol{d}) \in U\left(m p^{r}\right) \\
p \nmid(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})}} B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) . \tag{3.1}
\end{align*}
$$

By Proposition 2.4 and the fact that $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U\left(m p^{r-1}\right)$ if and only if $p(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U\left(m p^{r}\right)$,

$$
\begin{align*}
\sum_{\substack{\left(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d} \in \in\left(m p^{r}\right) \\
p \mid(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})\right.}} B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) & \equiv \sum_{\substack{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U\left(m p^{r}\right) \\
p \mid(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})}} B((\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) / p)\left(\bmod p^{3 r}\right) \\
& \equiv \sum_{\substack{(a, b, c, \boldsymbol{d}) \in U\left(m p^{r-1}\right)}} B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \quad\left(\bmod p^{3 r}\right)  \tag{3.2}\\
& \equiv A_{\delta}\left(m p^{r-1}\right)\left(\bmod p^{3 r}\right) .
\end{align*}
$$

By (3.1) and (3.2), it suffices to prove

$$
\begin{equation*}
\sum_{\substack{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U\left(m p^{r}\right) \\ p \nmid(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})}} B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \equiv 0 \quad\left(\bmod p^{3 r}\right) . \tag{3.3}
\end{equation*}
$$

Note that when $p$ does not divide one of $\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}$ or $\boldsymbol{d}$, then there must be at least one associated component which is not divisible by $p$. Choose one of the last four equations in (1.3) such that this component appears and reduce it modulo $p$. One then finds that $p$ also does not divide at least one of the other two components in this equation. Thus, $p$ does not divide at least two of $\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}$ and so the left-hand side of (3.3) becomes

$$
\begin{align*}
\sum_{\substack{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U\left(m p^{r}\right) \\
p \nmid(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})}} B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) & =\sum_{\substack{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U\left(m p^{r}\right) \\
p \nmid \boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c} \text { and } \boldsymbol{d}}} B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})+\sum_{\substack{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U\left(m p^{r}\right) \\
p \nmid \text { exactly } 3 \text { of } \boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}}} B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \\
& +\sum_{\substack{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U\left(m p^{r}\right) \\
p \nmid \text { exactly } 2 \text { of } \boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}}} B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) . \tag{3.4}
\end{align*}
$$

We first claim that

$$
\begin{equation*}
\sum_{\substack{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U\left(m p^{r}\right) \\ p \nmid \boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c} \text { and } \boldsymbol{d}}} B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \equiv \sum_{\substack{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U\left(m p^{r}\right) \\ p \nmid \text { exactly } 3 \text { of } \boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}}} B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \equiv 0 \quad\left(\bmod p^{3 r}\right) . \tag{3.5}
\end{equation*}
$$

To see (3.5), we observe that if $p$ does not divide $\boldsymbol{m} \in\{\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}\}$, then $p$ does not divide an associated component, say, $m_{i}$. So,

$$
\begin{equation*}
\binom{m p^{r}}{\boldsymbol{m}}=\binom{m p^{r}}{m_{i}}\binom{m p^{r}-m_{i}}{m_{j}} \tag{3.6}
\end{equation*}
$$

where $j \neq i$. Then by (2.1), the right-hand side of (3.6) is divisible by $p^{r}$. Hence, if $p$ does not divide $\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}$ and $\boldsymbol{d}$ or $p$ does not divide three of $\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}$, then $p^{3 r}$ divides $B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})$ and thus (3.5) follows.

Now, consider the set $U_{\boldsymbol{a} \boldsymbol{b}}\left(m p^{r}\right)$ given by (2.9). The sets $U_{\boldsymbol{a c}}\left(m p^{r}\right), U_{\boldsymbol{a d}}\left(m p^{r}\right), U_{\boldsymbol{b} \boldsymbol{c}}\left(m p^{r}\right)$, $U_{\boldsymbol{b d}}\left(m p^{r}\right)$ and $U_{\boldsymbol{c d}}\left(m p^{r}\right)$ are similarly defined. We clearly have

$$
\begin{align*}
\sum_{\substack{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}) \in U\left(m p^{r}\right) \\
p \nmid \text { exactly } 2 \text { of } \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}}} B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) & =\sum_{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U_{\boldsymbol{a b}}\left(m p^{r}\right)} B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})+\sum_{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U_{a \boldsymbol{c}}\left(m p^{r}\right)} B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \\
& +\sum_{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U_{\boldsymbol{a d}}\left(m p^{r}\right)} B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})+\sum_{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U_{b \boldsymbol{c}}\left(m p^{r}\right)} B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \\
& +\sum_{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U_{b \boldsymbol{d}}\left(m p^{r}\right)} B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \\
& +\sum_{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U_{\boldsymbol{c} \boldsymbol{d}}\left(m p^{r}\right)} B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) . \tag{3.7}
\end{align*}
$$

Our second claim is that each of the sums on the right-hand side of (3.7) is equal. To deduce this, consider the maps on $U\left(m p^{r}\right)$ given by

$$
\begin{align*}
& \left(a_{1}, a_{2}, a_{3}, b_{1}, b_{2}, b_{3}, c_{1}, c_{2}, c_{3}, d_{1}, d_{2}, d_{3}\right) \mapsto\left(d_{2}, d_{3}, d_{1}, a_{2}, a_{1}, a_{3}, c_{2}, c_{3}, c_{1}, b_{3}, b_{2}, b_{1}\right),  \tag{3.8}\\
& \left(a_{1}, a_{2}, a_{3}, b_{1}, b_{2}, b_{3}, c_{1}, c_{2}, c_{3}, d_{1}, d_{2}, d_{3}\right) \mapsto\left(b_{2}, b_{1}, b_{3}, d_{3}, d_{2}, d_{1}, c_{3}, c_{1}, c_{2}, a_{3}, a_{1}, a_{2}\right),  \tag{3.9}\\
& \left(a_{1}, a_{2}, a_{3}, b_{1}, b_{2}, b_{3}, c_{1}, c_{2}, c_{3}, d_{1}, d_{2}, d_{3}\right) \mapsto\left(a_{3}, a_{2}, a_{1}, c_{1}, c_{3}, c_{2}, b_{1}, b_{3}, b_{2}, d_{1}, d_{3}, d_{2}\right) . \tag{3.10}
\end{align*}
$$

Applying (3.8) or (3.9) does not change the sign or the product of the multinomial coefficients in (2.2) and so if $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \mapsto(\boldsymbol{e}, \boldsymbol{f}, \boldsymbol{g}, \boldsymbol{h})$, then $B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})=B(\boldsymbol{e}, \boldsymbol{f}, \boldsymbol{g}, \boldsymbol{h})$. The map (3.8) yields bijections between $U_{\boldsymbol{a} \boldsymbol{b}}\left(m p^{r}\right)$ and $U_{\boldsymbol{a} \boldsymbol{d}}\left(m p^{r}\right)$ and $U_{\boldsymbol{a} \boldsymbol{c}}\left(m p^{r}\right)$ and $U_{\boldsymbol{c d}}\left(m p^{r}\right)$. Similarly, the map (3.9) gives bijections between $U_{\boldsymbol{a d}}\left(m p^{r}\right)$ and $U_{\boldsymbol{b} \boldsymbol{d}}\left(m p^{r}\right)$ and $U_{\boldsymbol{c} \boldsymbol{d}}\left(m p^{r}\right)$ and $U_{\boldsymbol{b c}}\left(m p^{r}\right)$. Applying (3.10), one can check that (2.2) is unchanged and we have a bijection between $U_{\boldsymbol{a b}}\left(m p^{r}\right)$ and $U_{\boldsymbol{a c}}\left(m p^{r}\right)$. Thus, the second claim follows and so by (3.4), (3.5) and (3.7), we have

$$
\sum_{\substack{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U\left(m p^{r}\right) \\ p \nmid(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})}} B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \equiv 6\left(\sum_{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U_{a \boldsymbol{b}}\left(m p^{r}\right)} B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})\right) \quad\left(\bmod p^{3 r}\right) .
$$

By Proposition 2.5,

$$
\begin{equation*}
\sum_{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U_{a b}\left(m p^{r}\right)} B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})=\sum_{1 \leq s \leq r} \sum_{\ell \in L_{s}\left(m p^{r}\right)} \sum_{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in T_{s}, \ell} B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) . \tag{3.11}
\end{equation*}
$$

Focusing on the inner sum in (3.11) yields

$$
\begin{align*}
\sum_{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in T_{s, \ell}} B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})= & \sum_{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in T_{s, \ell}}(-1)^{a_{2}+b_{1}+d_{3}}\binom{m p^{r}}{\boldsymbol{a}}\binom{m p^{r}}{\boldsymbol{b}}\binom{m p^{r}}{\boldsymbol{c}}\binom{m p^{r}}{\boldsymbol{d}} \\
= & \sum_{x=1}^{p^{s}-1}(-1)^{p^{s} k_{2}-x+p^{s} k_{4}+p^{s} k_{12}}\binom{m p^{r}}{\boldsymbol{a}}\binom{m p^{r}}{\boldsymbol{b}}\binom{m p^{r}}{\boldsymbol{c}}\binom{m p^{r}}{\boldsymbol{d}} \\
= & (-1)^{p^{s} k_{2}+p^{s} k_{4}+p^{s} k_{12}}\binom{m p^{r}}{\boldsymbol{c}}\binom{m p^{r}}{\boldsymbol{d}} \sum_{x=1}^{p^{s}-1}(-1)^{x}\binom{m p^{r}}{\boldsymbol{a}}\binom{m p^{r}}{\boldsymbol{b}} \\
= & (-1)^{p^{s} k_{2}+p^{s} k_{4}+p^{s} k_{12} m^{2} p^{2 r}\binom{m p^{r}}{\boldsymbol{c}}\binom{m p^{r}}{\boldsymbol{d}}} \\
& \times \sum_{x=1}^{p^{s}-1} \frac{(-1)^{x}}{a_{1} b_{3}}\binom{m p^{r}-1}{a_{1}-1}\binom{m p^{r}-a_{1}}{a_{3}}\binom{m p^{r}-1}{b_{3}-1}\binom{m p^{r}-b_{3}}{b_{1}} \tag{3.12}
\end{align*}
$$

where $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})=\boldsymbol{\ell}+x=: p^{s} \boldsymbol{k}+\boldsymbol{x}$ and the last step in (3.12) follows from two instances of (2.1). Now, since $s=\min \left(\nu_{p}(\boldsymbol{c}), \nu_{p}(\boldsymbol{d}), r\right)$, we find $p^{r-s} \left\lvert\,\binom{ m p^{r}}{c}\binom{m p^{r}}{\boldsymbol{d}}\right.$. Hence by (3.12) it suffices to show that

$$
\begin{align*}
& \sum_{x=1}^{p^{s}-1} \frac{(-1)^{x}}{a_{1} b_{3}}\binom{m p^{r}-1}{a_{1}-1}\binom{m p^{r}-a_{1}}{a_{3}}\binom{m p^{r}-1}{b_{3}-1}\binom{m p^{r}-b_{3}}{b_{1}} \\
& \equiv \sum_{x=1}^{p^{s}-1} \frac{(-1)^{x}}{\left(p^{s} k_{1}+x\right)\left(p^{s} k_{6}+x\right)}\binom{m p^{r}-1}{p^{s} k_{1}+x-1}\binom{m p^{r}-p^{s} k_{1}-x}{p^{s} k_{3}}\binom{m p^{r}-1}{p^{s} k_{6}+x-1} \\
& \times\binom{ m p^{r}-p^{s} k_{6}-x}{p^{s} k_{4}} \quad\left(\bmod p^{s}\right) \\
& \equiv \sum_{x=1}^{p^{s}-1} \frac{(-1)^{x}}{x^{2}}\binom{m p^{r}-1}{p^{s} k_{1}+x-1}\binom{m p^{r}-p^{s} k_{1}-x}{p^{s} k_{3}}\binom{m p^{r}-1}{p^{s} k_{6}+x-1}\binom{m p^{r}-p^{s} k_{6}-x}{p^{s} k_{4}} \quad\left(\bmod p^{s}\right) \\
& \equiv 0 \quad\left(\bmod p^{s}\right) . \tag{3.13}
\end{align*}
$$

If we now apply Lemmas 2.6 and 2.7 to (3.13), then it suffices to show

$$
\begin{equation*}
\sum_{x=1}^{p^{s}-1} \frac{(-1)^{x}}{x^{2}} C\left(\ell / p, m p^{r-1}, x / p\right) \equiv 0 \quad\left(\bmod p^{s}\right) \tag{3.14}
\end{equation*}
$$

To deduce (3.14), our final claim is that

$$
\begin{equation*}
\sum_{x=1}^{p^{s}-1} \frac{(-1)^{x}}{x^{2}} C\left(\ell / p, m p^{r-1}, x / p\right) \equiv \sum_{x=1}^{p^{s}-1} \frac{(-1)^{x}}{x^{2}} C\left(\ell / p^{t}, m p^{r-t}, x / p^{t}\right) \quad\left(\bmod p^{s}\right) \tag{3.15}
\end{equation*}
$$

for each $1 \leq t \leq s$. We proceed by induction on $t$. The case $t=1$ clearly holds. Suppose (3.15) is true for $t<s$. If $\left\lfloor x / p^{t}\right\rfloor=\left\lfloor y / p^{t}\right\rfloor$ for some $x, y \in S_{p^{s}}$, then $\left\lceil x / p^{t}\right\rceil=\left\lceil y / p^{t}\right\rceil$ since
$x / p^{t}, y / p^{t} \notin \mathbb{Z}$ and so $C\left(\ell / p^{t}, m p^{r-t}, x / p^{t}\right)=C\left(\ell / p^{t}, m p^{r-t}, y / p^{t}\right)$. Hence if $\left\lfloor x / p^{t}\right\rfloor$ is fixed, $C\left(\ell / p^{t}, m p^{r-t}, x / p^{t}\right)$ is constant. Also, each $x \in S_{p^{s}}$ can be written as $x=n p^{t}+y$ where $0 \leq n \leq p^{s-t}-1$ and $y \in S_{p^{t}}$. Thus, by Lemma 2.8 with $s$ replaced by $s-t$ and the fact that

$$
\sum_{x=n p^{t}+1}^{n p^{t}+p^{t}-1} \frac{(-1)^{x}}{x^{2}} \equiv(-1)^{n p^{t}} \sum_{x=1}^{p^{t}-1} \frac{(-1)^{x}}{x^{2}} \equiv 0 \quad\left(\bmod p^{t}\right)
$$

which follows from Lemma 2.3 with $s$ replaced by $t$, we have

$$
\begin{align*}
\sum_{x=1}^{p^{s}-1} \frac{(-1)^{x}}{x^{2}} C\left(\ell / p, m p^{r-1}, x / p\right) & \equiv \sum_{x=1}^{p^{s}-1} \frac{(-1)^{x}}{x^{2}} C\left(\ell / p^{t}, m p^{r-t}, x / p^{t}\right) \quad\left(\bmod p^{s}\right)  \tag{3.16}\\
& \equiv \sum_{n=1}^{p^{s-t}-1}\left(\sum_{x=n p^{t}+1}^{n p^{t}+p^{t}-1} \frac{(-1)^{x}}{x^{2}} C\left(\ell / p^{t}, m p^{r-t}, x / p^{t}\right)\right) \quad\left(\bmod p^{s}\right)  \tag{3.17}\\
& \equiv \sum_{n=1}^{p^{s-t}-1} C\left(\ell / p^{t}, m p^{r-t}, x / p^{t}\right)\left(\sum_{x=n p^{t}+1}^{n p^{t}+p^{t}-1} \frac{(-1)^{x}}{x^{2}}\right) \quad\left(\bmod p^{s}\right)  \tag{3.18}\\
& \equiv \sum_{n=1}^{p^{s-t}-1} C\left(\ell / p^{t+1}, m p^{r-t-1}, x / p^{t+1}\right) \\
& \times\left(\sum_{x=n p^{t}+1}^{n p^{t}+p^{t}-1} \frac{(-1)^{x}}{x^{2}}\right) \quad\left(\bmod p^{s}\right)  \tag{3.19}\\
& \equiv \sum_{n=1}^{p^{s-t}-1 n p^{t}+p^{t}-1} \sum_{x=n p^{t}+1}^{\prime} \frac{(-1)^{x}}{x^{2}} C\left(\ell / p^{t+1}, m p^{r-t-1}, x / p^{t+1}\right) \quad\left(\bmod p^{s}\right)  \tag{3.20}\\
& \equiv \sum_{x=1}^{p^{s}-1} \frac{(-1)^{x}}{x^{2}} C\left(\ell / p^{t+1}, m p^{r-t-1}, x / p^{t+1}\right) \quad\left(\bmod p^{s}\right) . \tag{3.21}
\end{align*}
$$

Thus, (3.15) follows by induction on $t$. If we now let $t=s$ in (3.15), use the fact that if $\left\lfloor x / p^{s}\right\rfloor$ is fixed, $C\left(\ell / p^{s}, m p^{r-s}, x / p^{s}\right)$ is constant and apply Lemma 2.3, then

$$
\begin{align*}
\sum_{x=1}^{p^{s}-1} \frac{(-1)^{x}}{x^{2}} C\left(\ell / p, m p^{r-1}, x / p\right) & \equiv \sum_{x=1}^{p^{s}-1} \frac{(-1)^{x}}{x^{2}} C\left(\ell / p^{s}, m p^{r-s}, x / p^{s}\right) \quad\left(\bmod p^{s}\right)  \tag{3.22}\\
& \equiv C\left(\ell / p^{s}, m p^{r-s}, x / p^{s}\right)\left(\sum_{x=1}^{p^{s}-1} \frac{(-1)^{x}}{x^{2}}\right) \quad\left(\bmod p^{s}\right)  \tag{3.23}\\
& \equiv 0 \quad\left(\bmod p^{s}\right) \tag{3.24}
\end{align*}
$$

This proves (3.14), (3.3) and thus (1.4).

## 4. Two questions

In this section, we briefly address the following two nice questions asked by the referee: are there versions of Theorem 1.2 for the primes 2 and 3 and for an unsigned analogue of (1.2)? Consider the sequence

$$
\begin{equation*}
A_{\delta}^{\prime}(n)=\sum_{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U(n)} B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}):=\sum_{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U(n)}\binom{n}{\boldsymbol{a}}\binom{n}{\boldsymbol{b}}\binom{n}{\boldsymbol{c}}\binom{n}{\boldsymbol{d}} \tag{4.1}
\end{equation*}
$$

where $U(n)$ is given by (1.3). The first few terms in this sequence (which do not yet appear in the OEIS) are $1,9,297,13833,748521,44127009,2750141241, \ldots$

Theorem 4.1. For all primes $p \geq 3$ and integers $m, r \geq 1$, we have

$$
\begin{equation*}
A_{\delta}^{\prime}\left(m p^{r}\right) \equiv A_{\delta}^{\prime}\left(m p^{r-1}\right) \quad\left(\bmod p^{3 r}\right) \tag{4.2}
\end{equation*}
$$

For $p=2$, (4.2) holds modulo $2^{2 r}$. Moreover, for $p=3$, (1.4) holds and for $p=2$, (1.4) holds modulo $2^{2 r}$ for $r \geq 2$ and modulo 2 otherwise.

In order to prove Theorem 4.1, we require some setup. The first result follows by induction on $n$ while the second result is well-known.

Lemma 4.2. For all integers $a \geq 1$ we have

$$
n!\left\lvert\,\binom{ n a}{\underbrace{a, a, \ldots, a}_{n \text { copies }}}\right.
$$

Lemma 4.3. For primes $p \geq 5$ and integers $s \geq 0$,

$$
\sum_{x=1}^{p^{s}-1} \frac{1}{x^{2}} \equiv 0 \quad\left(\bmod p^{s}\right)
$$

while for $p=3$,

$$
\sum_{x=1}^{3^{s}-1} \frac{3}{x^{2}} \equiv 0 \quad\left(\bmod 3^{s}\right)
$$

The next step is to obtain a version of Proposition 2.4 for $B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})$.
Proposition 4.4. For all primes $p \geq 2$ and integers $m, r \geq 1$ and $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U\left(m p^{r}\right)$ with $p \mid(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})$,

$$
\begin{equation*}
B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \equiv B^{\prime}((\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) / p) \quad\left(\bmod p^{3 r-\epsilon}\right) \tag{4.3}
\end{equation*}
$$

where $\epsilon=2$, 1 or 0 for $p=2, p=3$ and primes $p \geq 5$, respectively.
Proof. The proof is the same as that for Proposition 2.4 except one applies Remark 2.2 twice and $p^{s_{1}+2 s_{2}}$ is replaced by $p^{s_{1}+2 s_{2}-\epsilon}$ in (2.4) and (2.5).

Corollary 4.5. For all primes $p \geq 3$ and integers $m, r \geq 1$ and $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U\left(m p^{r}\right)$ with $p \mid(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})$,

$$
\begin{equation*}
B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \equiv B((\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) / p) \quad\left(\bmod p^{3 r-\epsilon}\right) \tag{4.4}
\end{equation*}
$$

where $\epsilon=1$ or 0 for $p=3$ and primes $p \geq 5$, respectively. For $p=2$, (4.4) holds modulo $p^{2 r-1}$.
Proof. For primes $p \geq 3$, the signs in $B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})$ and $B((\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) / p)$ are equal as the associated exponents have the same parity. Thus, (4.4) is equivalent to (4.3). For $p=2$, there are two cases. If $4 \mid(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})$, then the exponents of $B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})$ and $B((\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) / 2)$ are both even and the result follows from (4.3). If 2 exactly divides $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})$, then one observes that 4 does not divide at least two of $\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}$. It then follows from (2.1) that $B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})$ and $B((\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) / 2)$ are both congruent to 0 modulo $2^{2 r-2}$. Taking the signs of $B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})$ and $B((\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) / 2)$ into account modulo 2 and applying (4.3) yields

$$
\begin{equation*}
B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \equiv B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \equiv B^{\prime}((\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) / 2) \equiv B((\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) / 2) \quad\left(\bmod 2^{2 r-1}\right) \tag{4.5}
\end{equation*}
$$

For the vector

$$
(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})=\left(a_{1}, a_{2}, a_{3}, b_{1}, b_{2}, b_{3}, c_{1}, c_{2}, c_{3}, d_{1}, d_{2}, d_{3}\right)=:\left(k_{1}, \ldots, k_{12}\right)
$$

and a permutation $\sigma=(\sigma(1), \ldots, \sigma(12))$ on $\{1, \ldots, 12\}$, consider the action

$$
\begin{equation*}
\sigma \star\left(k_{1}, \ldots, k_{12}\right)=\left(k_{\sigma(1)}, \ldots, k_{\sigma(12)}\right) . \tag{4.6}
\end{equation*}
$$

If $\sigma$ is invariant on $U(n)$, then so is the cyclic group $\langle\sigma\rangle$. Let $Y$ be a set of representatives of the orbits $\langle\sigma\rangle \boldsymbol{x}, \boldsymbol{x} \in U(n)$, under the action of $\langle\sigma\rangle$ by (4.6). Thus,

$$
U(n)=\bigsqcup_{\boldsymbol{y} \in Y}\langle\sigma\rangle \boldsymbol{y}
$$

Note that $\sigma$ is invariant on $U(n)$ exactly when it is invariant on

$$
V_{p}:=\left\{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U\left(m p^{r}\right): p \mid(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})\right\} .
$$

Also, if $p \mid(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})$, then $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in\langle\sigma\rangle \boldsymbol{x}$ exactly when $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) / p \in\langle\sigma\rangle(\boldsymbol{x} / p)$. Finally $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in V_{p}$ if and only if $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) / p \in U(n / p)$ and so for a set of representatives $\mathcal{Y}$ of the orbits $\langle\sigma\rangle \boldsymbol{x}, \boldsymbol{x} \in V_{p}$, under the action of $\langle\sigma\rangle$

$$
\begin{equation*}
V_{p}=\bigsqcup_{\boldsymbol{y} \in \mathcal{Y}}\langle\sigma\rangle \boldsymbol{y} \text { if and only if } U(n / p)=\bigsqcup_{\boldsymbol{y} \in \mathcal{Y}}\langle\sigma\rangle(\boldsymbol{y} / p) . \tag{4.7}
\end{equation*}
$$

Hence we can use the same set of representatives to index a partition of $V_{p}$ and of $U(n / p)$.
Proposition 4.6. For all primes $p \geq 3$ and integers $m, r \geq 1$

$$
\begin{equation*}
\sum_{\substack{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U\left(m p^{r}\right) \\ p \mid(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})}} B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \equiv \sum_{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U\left(m p^{r-1}\right)} B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \quad\left(\bmod p^{3 r}\right) \tag{4.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{\substack{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U\left(m p^{r}\right) \\ p \mid(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})}} B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \equiv \sum_{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U\left(m p^{r-1}\right)} B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \quad\left(\bmod p^{3 r}\right) . \tag{4.9}
\end{equation*}
$$

For $p=2$, (4.8) holds modulo $2^{2 r}$ while (4.9) holds modulo $2^{2 r}$ for $r \geq 2$ and modulo 2 otherwise.

Proof. For primes $p \geq 5$, (4.8) and (4.9) follow directly from Proposition 4.4 and Corollary 4.5, respectively. For $p=3$, one can check that the permutation $\sigma_{1}=(2,3,1,7,8,9,10,12,11,4,6,5)$ satisfies $B^{\prime}\left(\sigma_{1} \star(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})\right)=B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})$. For a set of representatives $\mathcal{Y}_{1}$ of the orbits of $V_{3}$ under the action of $\left\langle\sigma_{1}\right\rangle$, we have

$$
\begin{equation*}
\sum_{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in V_{3}} B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})=\sum_{\boldsymbol{y} \in \mathcal{Y}_{1}} \sum_{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in\left\langle\sigma_{1}\right\rangle \boldsymbol{y}} B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})=\sum_{\boldsymbol{y} \in \mathcal{Y}_{1}}\left|\left\langle\sigma_{1}\right\rangle \boldsymbol{y}\right| B^{\prime}(\boldsymbol{y}) . \tag{4.10}
\end{equation*}
$$

As $\left|\sigma_{1}\right|=3$ and $\left|\left\langle\sigma_{1}\right\rangle \boldsymbol{y}\right|$ divides $\left|\sigma_{1}\right|,\left|\left\langle\sigma_{1}\right\rangle \boldsymbol{y}\right| \in\{1,3\}$. If $\left|\left\langle\sigma_{1}\right\rangle \boldsymbol{y}\right|=1$ then $\sigma_{1} \star(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})=$ $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})$ and so $b_{1}=c_{1}=d_{1}$. Thus, $\binom{m 3^{r}}{b_{1}, c_{1}, d_{1}}$ is of the form $\binom{3 a}{a, a, a}$ for some integer $a \geq 1$ and by Lemma 4.2 we have $3 \left\lvert\,\binom{ m 3^{r}}{b_{1}, c_{1}, d_{1}}\right.$. Expressing $B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})$ as in (2.6) yields

$$
\left.3\binom{m 3^{r}}{a_{1}}\binom{m 3^{r}}{a_{2}}\binom{m 3^{r}}{a_{3}} \right\rvert\, B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})
$$

and so by (2.1)

$$
\begin{equation*}
B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \equiv 0 \quad\left(\bmod 3^{3 r-s_{1}-2 s_{2}+1}\right) \tag{4.11}
\end{equation*}
$$

By the analogue of $(2.5)$ for $B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})$ when $p=3$, where $3^{s_{1}+2 s_{2}}$ is replaced by $3^{s_{1}+2 s_{2}-1}$, and (4.11), we have

$$
B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \equiv B^{\prime}((\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) / 3) \quad\left(\bmod 3^{3 r}\right)
$$

Thus,

$$
\begin{equation*}
\left|\left\langle\sigma_{1}\right\rangle \boldsymbol{y}\right| B^{\prime}(\boldsymbol{y}) \equiv\left|\left\langle\sigma_{1}\right\rangle(\boldsymbol{y} / 3)\right| B^{\prime}(\boldsymbol{y} / 3) \quad\left(\bmod 3^{3 r}\right) . \tag{4.12}
\end{equation*}
$$

If $\left|\left\langle\sigma_{1}\right\rangle \boldsymbol{y}\right|=3$, then since $B^{\prime}(\boldsymbol{y}) \equiv B^{\prime}(\boldsymbol{y} / 3)\left(\bmod 3^{3 r-1}\right)$ by Proposition 4.4, we again have (4.12). By (4.10) and (4.12),

$$
\begin{aligned}
\sum_{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in V_{3}} B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})=\sum_{\boldsymbol{y} \in \mathcal{Y}_{1}}\left|\left\langle\sigma_{1}\right\rangle \boldsymbol{y}\right| B^{\prime}(\boldsymbol{y}) & \equiv \sum_{\boldsymbol{y} \in \mathcal{Y}_{1}}\left|\left\langle\sigma_{1}\right\rangle(\boldsymbol{y} / 3)\right| B^{\prime}(\boldsymbol{y} / 3) \quad\left(\bmod 3^{3 r}\right) \\
& \equiv \sum_{\boldsymbol{y} \in \mathcal{Y}_{1}} \sum_{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in\left\langle\sigma_{1}\right\rangle(\boldsymbol{y} / 3)} B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \quad\left(\bmod 3^{3 r}\right) \\
& =\sum_{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U\left(m 3^{r-1}\right)} B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \quad\left(\bmod 3^{3 r}\right)
\end{aligned}
$$

where the final line follows from (4.7). This proves (4.8) for $p=3$. The proof of (4.9) for $p=3$ is the same using Corollary 4.5. For $p=2$, the permutation $\sigma_{2}=(6,4,5,9,8,7,12,10,11,3,2,1)$ satisfies $B^{\prime}\left(\sigma_{2} \star(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})\right)=B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})$. Similar to (4.10),

$$
\begin{equation*}
\sum_{(a, b, c, \boldsymbol{d}) \in V_{2}} B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})=\sum_{\boldsymbol{y} \in \mathcal{Y}_{2}} \sum_{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in\left\langle\sigma_{2}\right\rangle \boldsymbol{y}} B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})=\sum_{\boldsymbol{y} \in \mathcal{Y}_{2}}\left|\left\langle\sigma_{2}\right\rangle \boldsymbol{y}\right| B^{\prime}(\boldsymbol{y}) \tag{4.13}
\end{equation*}
$$

where $\mathcal{Y}_{2}$ is a set of representatives of the orbits of $V_{2}$ under the action of $\left\langle\sigma_{2}\right\rangle$. As $\left|\sigma_{2}\right|=4$ and $\left|\left\langle\sigma_{2}\right\rangle \boldsymbol{y}\right|$ divides $\left|\sigma_{2}\right|,\left|\left\langle\sigma_{2}\right\rangle \boldsymbol{y}\right| \in\{1,2,4\}$. Proposition 4.4 implies

$$
B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \equiv B^{\prime}((\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) / 2) \quad\left(\bmod 2^{2 r-1}\right)
$$

and so if $\left|\left\langle\sigma_{2}\right\rangle \boldsymbol{y}\right| \in\{2,4\}$, it follows

$$
\begin{equation*}
\left|\left\langle\sigma_{2}\right\rangle \boldsymbol{y}\right| B^{\prime}(\boldsymbol{y}) \equiv\left|\left\langle\sigma_{2}\right\rangle(\boldsymbol{y} / 2)\right| B^{\prime}(\boldsymbol{y} / 2) \quad\left(\bmod 2^{2 r}\right) \tag{4.14}
\end{equation*}
$$

When $\left|\left\langle\sigma_{2}\right\rangle \boldsymbol{y}\right|=1$, more care is required. In this case, $\sigma_{2} \star(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})=(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})$ and so

$$
\left(a_{1}, a_{2}, a_{3}, b_{1}, b_{2}, b_{3}, c_{1}, c_{2}, c_{3}, d_{1}, d_{2}, d_{3}\right)=(a, b, c, b, c, a, a, c, b, c, b, a):=\boldsymbol{v}(a, b, c)
$$

for some integers $a, b, c \geq 0$ with $a+b+c=m 2^{r}$. So, $B^{\prime}(\boldsymbol{y})=\binom{m 2^{r}}{a, b, c}^{4}$. There are now three cases. If $a=b=c$, then Lemma 4.2 yields $2 \left\lvert\,\binom{ m 2^{r}}{a, a, a}\right.$ and, as before, we have (4.14). If exactly two of $a, b, c$ are equal, say $a=b$, then

$$
\binom{m 2^{r}}{a, a, b}=\binom{m 2^{r}}{b}\binom{m 2^{r}-b}{a, a}
$$

where $2 a=m 2^{r}-b$. We now have two cases. If $a=0$, then $m 2^{r}=b$ and so

$$
\begin{equation*}
B^{\prime}(\boldsymbol{y})=1=B^{\prime}(\boldsymbol{y} / 2) . \tag{4.15}
\end{equation*}
$$

Otherwise, if $a \geq 1$, then $2 \left\lvert\,\binom{ m 2^{r}-b}{a, a}\right.$ implies that $2 \left\lvert\,\binom{ m p^{r}}{a, a, b}\right.$ and so, as before, (4.14) follows. Finally, if $a, b$ and $c$ are distinct, then each of the six permutations of $(a, b, c)$ in the argument of $\boldsymbol{v}(a, b, c)$ corresponds to a distinct element in $V_{2}$ whose orbit under the action of $\left\langle\sigma_{2}\right\rangle$ is a singleton set and so correspond to distinct elements in $\mathcal{Y}_{2}$. In total,

$$
\begin{aligned}
\sum_{\substack{\boldsymbol{y} \in \mathcal{Y}_{2} \\
\left|\left\langle\sigma_{2}\right\rangle \boldsymbol{y}\right|=1}} B^{\prime}(\boldsymbol{y}) & =\sum_{\substack{\boldsymbol{v}(a, b, c) \in \mathcal{Y}_{2}}} B^{\prime}(\boldsymbol{y})=\sum_{\substack{\boldsymbol{v}(a, b, c) \in \mathcal{Y}_{2} \\
a, b, c \text { not all distinct }}} B^{\prime}(\boldsymbol{y})+\sum_{\substack{\boldsymbol{v}(a, b, c) \in \mathcal{Y}_{2} \\
a, b, c \text { distinct }}} B^{\prime}(\boldsymbol{y}) \\
= & \sum_{\substack{\boldsymbol{v}(a, b, c) \in \mathcal{Y}_{2} \\
a, b, c \text { not all distinct }}} B^{\prime}(\boldsymbol{y})+6 \sum_{\substack{\boldsymbol{v}(a, b, c) \in \mathcal{Y}_{2} \\
a>b>c}} B^{\prime}(\boldsymbol{y}) \\
& \sum_{\substack{\boldsymbol{v}(a, b, c) \in \mathcal{Y}_{2} \\
a, ~}} B^{\prime}+3 \sum_{\substack{\boldsymbol{v}(a, b, c) \in \mathcal{Y}_{2} \\
a>b>c}} 2 B^{\prime}(\boldsymbol{y}) \\
& \equiv \sum_{\substack{\boldsymbol{v}(a, b, c) \in \mathcal{Y}_{2} \\
a, b, c \text { not all distinct all distinct }}} B^{\prime}(\boldsymbol{y} / 2)+3 \sum_{\substack{\boldsymbol{v}(a, b, c) \in \mathcal{Y}_{2} \\
a>b>c}} 2 B^{\prime}(\boldsymbol{y} / 2) \quad\left(\bmod 2^{2 r}\right) \\
& \equiv \sum_{\substack{\boldsymbol{y} \in \mathcal{Y}_{2} \\
\left|\left\langle\sigma_{2}\right\rangle(\boldsymbol{y} / 2)\right|=1}} B^{\prime}(\boldsymbol{y} / 2)\left(\bmod 2^{2 r}\right) .
\end{aligned}
$$

Hence, by (4.13) and (4.14)

$$
\begin{aligned}
\sum_{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in V_{2}} B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) & =\sum_{\substack{\boldsymbol{y} \in \mathcal{Y}_{2} \\
\left\langle\sigma_{2}\right\rangle \boldsymbol{y} \mid \neq 1}} B^{\prime}(\boldsymbol{y})+\sum_{\substack{\boldsymbol{y} \in \mathcal{Y}_{2} \\
\left|\left\langle\sigma_{2}\right\rangle \boldsymbol{y}\right|=1}} B^{\prime}(\boldsymbol{y}) \\
& \equiv \sum_{\substack{\boldsymbol{y} \in \mathcal{Y}_{2} \\
\left|\left\langle\sigma_{2}\right\rangle(\boldsymbol{y} / 2)\right| \neq 1}} B^{\prime}(\boldsymbol{y} / 2)+\sum_{\substack{\boldsymbol{y} \in \mathcal{Y}_{2}}} B^{\prime}(\boldsymbol{y} / 2) \quad\left(\bmod 2^{2 r}\right) \\
& \equiv \sum_{\boldsymbol{y} \in \mathcal{Y}_{2}} \sum_{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in\left\langle\sigma_{2}\right\rangle(\boldsymbol{y} / 2)} B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \quad\left(\bmod 2^{2 r}\right) \\
& \equiv \sum_{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U\left(m 2^{r-1}\right)} B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \quad\left(\bmod 2^{2 r}\right)
\end{aligned}
$$

This proves (4.8) for $p=2$. One can check that the proof of (4.9) for $p=2$ and $r \geq 2$ is similar using the fact that $\sigma_{2}$ satisfies $B\left(\sigma_{2} \star(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})\right)=B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})$, Corollary 4.5 and that (4.15) still holds in this case. Taking $r=1$ in (4.5) then completes the result.

We can now prove Theorem 4.1.
Proof of Theorem 4.1. By splitting the sum in (4.1) as in the beginning of the proof of Theorem 1.2 and applying Proposition 4.6, it suffices to prove

$$
\begin{equation*}
\sum_{\substack{\left(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d} \boldsymbol{d} \in U\left(m p^{r}\right) \\ p \nmid(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})\right.}} B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \equiv \sum_{\substack{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U\left(m p^{r}\right) \\ p \nmid(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})}} B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \equiv 0 \quad\left(\bmod p^{3 r}\right) \tag{4.16}
\end{equation*}
$$

for all primes $p \geq 3$ and integers $m, r \geq 1$ while for $p=2$ (4.16) holds modulo $2^{2 r}$. Following the proof of Theorem 1.2, we have $p^{2 r}$ divides each summand in (4.16) and so the result for $p=2$ is true. For $p \geq 3$ and the sum involving $B(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})$ in (4.16), one follows the argument as in the proof of Theorem 1.2. For $p \geq 5$ and the sum involving $B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})$, the only difference is that we need to replace (3.15) with

$$
\sum_{x=1}^{p^{s}-1} \frac{1}{x^{2}} C\left(\ell / p, m p^{r-1}, x / p\right) \equiv \sum_{x=1}^{p^{s}-1} \frac{1}{x^{2}} C\left(\ell / p^{t}, m p^{r-t}, x / p^{t}\right) \quad\left(\bmod p^{s}\right)
$$

By Lemma 4.3, each of (3.16)-(3.24) holds where $(-1)^{x}$ is replaced with 1 and so the result follows. Finally, for $p=3$ and the sum involving $B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})$, we recall that

$$
\sum_{\substack{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U\left(m 3^{r}\right) \\ 3 \nmid(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})}} B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \equiv 6\left(\sum_{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U_{\boldsymbol{a} \boldsymbol{b}}\left(m 3^{r}\right)} B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})\right) \quad\left(\bmod 3^{3 r}\right)
$$

and so it is enough to demonstrate

$$
2\left(\sum_{(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}) \in U_{\boldsymbol{a b}}\left(m 3^{r}\right)} 3 B^{\prime}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})\right) \equiv 0 \quad\left(\bmod 3^{3 r}\right)
$$

Similar to the proof of Theorem 1.2, it then suffices to prove

$$
\sum_{x=1}^{3^{s}-1} \frac{3}{x^{2}} C\left(\ell / 3, m 3^{r-1}, x / 3\right) \equiv \sum_{x=1}^{3^{s}-1} \frac{3}{x^{2}} C\left(\ell / 3^{t}, m 3^{r-t}, x / 3^{t}\right) \quad\left(\bmod 3^{s}\right)
$$

By Lemma 4.3, each of (3.16)-(3.24) holds where $(-1)^{x}$ is replaced with 3. Thus, the result for $p=3$ is true.
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